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Abstract. AI-driven research has become crucial in healthcare, relying on vast amounts of
data for patient-specific treatments. However, sharing hospital data is challenging due to pri-
vacy concerns and legal restrictions. We propose the Gemelli Generator - Real World Data
(GEN-RWD) Sandbox, a modular architecture that provides a secure environment for external
stakeholders such as researchers, pharmaceutical companies, and policy makers to interact with
hospital data. The GEN-RWD Sandbox consists of two modules within the hospital premises
and an internet-based web interface for external users. This architecture ensures data privacy
and security while enabling users to select cohorts of interest, define inclusion criteria, and per-
form analyses through the user-friendly web interface. Its modular design allows scalability and
adaptability to accommodate multiple centers in a distributed analytics environment, facilitating
broader research studies.

1 Introduction
Artificial intelligence techniques have been used to enhance patient conditions and treatments,

leading to an increasing need of data availability [1]. However, due to the sensitivity of patients’
personal information, data privacy is a big concern in medical research. GDPR [2] was drafted
to balance the demand for security and privacy and the demand for access to data. Federated
learning, or Distributed Analytics, [3] has gained popularity and application as it allows data to
remain localized and distributed while conducting analysis, minimizing the risk of data breaches.
It respects data ownership, allowing entities to retain control over their data while participating
in collaborative research. In certain cases, federated learning is preferred over computationally
intensive techniques such as homomorphic encryption [4] and secure multiparty computation
[5]. Many privacy-preserving infrastructures based on the federated learning principles have
been proposed to fulfill different use cases in healthcare domain [6, 7, 8, 9, 10, 11, 12, 13].
This paper introduces the Generator - Real World Data (GEN-RWD) Sandbox, a proposal for
a distributed analysis platform that serves as a playground for non-technical researchers with
limited programming knowledge. It enables them to analyze clinical data without the need
for data transfer from the hosting institution. The name ”sandbox” derives from the provided
secure and confined environment, where users can explore and experiment with the data without
gaining possession of it. In Section 2 we present our architecture for the GEN-RWD Sandbox

1



Proceedings of the 18th Conference on Computational Intelligence
Methods for Bioinformatics & Biostatistics (CIBB 2023)

and provide a detailed description of its modules. In Section 3 we outline the characteristics of
the experimental setting. In Section 4 we discuss our solution and we give an outlook for future
work.

2 Architecture
The purpose of the GEN-RWD Sandbox is to allow external non-technical users to perform

analyses on hospital data without the need for data sharing. The underlying principle is that
authorized external users submit their research requests through a GUI, which are then processed
within the hospital. Only the results, from which it is not possible to trace back to patient-level
original data, are shared with the external users outside the hospital’s domain. The GEN-RWD
Sandbox is designed as a modular architecture consisting of three main modules: GUI, Proxy,
and Processor (Figure 1). Each module has a specific role within the system to facilitate efficient
interaction and analysis execution.

Figure 1: GEN-RWD Sandbox’s modular architecture consisting of three main modules: GUI, Proxy, and Processor

2.1 Processor
The Processor module is the central component of the infrastructure, responsible for executing

tasks according to a black box model that relies on a minimal structure (Figure 2). This structure
comprises a token, that contains the task details ad accessory files, an input folder, the processing
unit, and an output folder. The Processor initiates the execution of a task when a token is inserted
in its input folder (Figure 2 a). While processed, the token is removed from the input folder
thus allowing any other accumulated tokens to be evaded when the processing is finished. Upon
completion of the computation, the Processor generates an output token, which is deposited
into the output folder (Figure 2 b).The Processor module is designed as a flexible task executor.
It is indeed able to run R not only and Python scripts but also Docker images. Moreover, the
Processor is able to process tasks in parallel launching each execution in background and keeping
track of their respective logs.

Figure 2: The fundamental architecture of the Processor module.

2.2 Proxy
The Proxy module is responsible for managing the interaction between the GUI and the

computing unit, i.e. the Processor. It handles the function of storing and consolidating data
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and algorithms. It has three additional main functions: monitoring the GUI for new tasks to be
executed and preparing the tokens for the Processor module, forwarding logs produced by the
Processor to the GUI, and monitoring the output folder of the Processor for output results to
send to the GUI. The Proxy module communicates with the Processor via the filesystem, while
communications with the GUI are handled in pooling via https on port 80. The modularity of the
architecture allows the Proxy module to forward requests received from the higher layer (GUI)
to multiple Processors, while also assuming the role of a dispatcher for computational load. At
the same time, the Proxy module can be configured to receive instructions from multiple GUIs.

2.3 Graphical User Interface (GUI)
The GEN-RWD Sandbox framework uses a GUI to enable users with a basic understanding

of data analysis and machine learning to choose objects from a catalog and submit analysis
requests. The GUI allows users to access a list of available algorithms and datamarts and to
compose the desired analytic task via interactive selection (Figure 3). Additionally, the GUI
features a JOB Status section that displays a list of sent jobs and the results are accessible as
HTML reports (Figure 4). When a job is submitted by the user, the GUI includes all the details
within an XML file and proposes it to a specific URL, which is continuously monitored by the
associated instances of the Proxy. The GUI can be associated with multiple proxies, offering an
algorithm and data catalog that extends across multiple hospitals.

Figure 3: GEN-RWD Sandbox GUI’s Job submission page.

Figure 4: GEN-RWD Sandbox GUI’s Job status page.

2.4 Communication flow
Communication between the three modules of GEN-RWD Sandbox occurs asynchronously,

with the Proxy module being responsible for managing communication with the upper level,
which is the GUI, and the lower level, which is the Processor. The proxy is always listening for
new submissions from the GUI and constantly monitoring the processor’s folders for new logs or
results. In turn, the Processor continuously monitors its input folder to detect any instructions
forwarded by the Proxy. Being on the same computer network within the hospital premises,
the Proxy and the Processor communicate asynchronously through the filesystem. However,
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since the GUI is located on the internet outside the hospital’s computer perimeter, the proxy
communicates with it through pool requests via HTTPS on port 80.

Figure 5 depicts an example of a message exchange that occurs when a job is submitted by
the user within the GUI.

Figure 5: Communication flow that is triggered when a user submits a job from the GUI: a. The GUI updates the
MessageMasterTable.xml, which maintains a comprehensive list of all submitted jobs, and generates a detailed file
that describes the specific characteristics of each job. b. The Proxy constantly monitors the associated GUI URLs
and reads the details from the job jobID.xml file. c. The Proxy prepares the token (token.zip) for the Processor based
on the information received from the GUI and deposits it in the designated processor’s input folder for computation.
d. The Proxy sends log messages to the GUI, providing information about the selected processor for task execution
coded as info.assigned.proc and the job’s status coded as info.status.job. e. The Processor triggers the task execution
as soon as it finds the token.zip file in its input folder. f. The Proxy monitors the output and sync folders of the
Processor and retrieves and forwards it to the GUI. The GUI processes the messages received from the Proxy
regarding the processor’s status.

3 Experimental setting
A GEN-RWD Sandbox instance was installed at the Fondazione Policlinico Universitario

Agostino Gemelli, specifically in the Gemelli Generator - Real World Data facility’s premises.
This deployment aims to assess the usability of the GEN-RWD Sandbox for research purposes
in the field of personalized medicine.

3.1 Methods
We tested our methodology on a real-world longitudinal clinical dataset of patients affected

by Amyotrophic Lateral Sclerosis (ALS). Data were extracted from the Pooled Resource Open-
Access ALS Clinical Trials (PRO-ACT) dataset [14], which comprehends demographic and
clinical longitudinal information of patients enrolled in 23 distinct ALS clinical trials, and
homogenized by selecting the patients with a shared panel of exams and the variables with less
than 50% of missing values. Then, we further filtered out the visits with unknown time of onset,
without a functional assessment, performed before the trial start, or with incomplete variables.
This preprocessing resulted in 17995 records, each composed of 42 features both static (e.g.,
sex, age at onset, site of onset) and dynamically collected over the follow-up (e.g., the results
of laboratory tests), referred to 1689 subjects. Data was subjected to K-means clustering as it
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is commonly used in medical research to find patients’ phenotypes [15]. The selection of the
number of clusters k was determined by employing the elbow method.

3.2 Results
To initiate the analysis, we utilized the GUI that allowed us to load the PRO-ACT dataset

and select the desired clustering algorithm. Through the GUI, we also selected the laboratory
variables on which we intended to train the model. The clustering algorithm identified three
clusters within the dataset, with cluster number 2 having the highest level of compactness
(Figure 6).

Figure 6: GEN-RWD Sandbox-generated report of K-means clustering trained over PRO-ACT data.

4 Discussion
This research proposes a modular architecture for developing a Distributed Analytics platform

that is user-friendly and accessible to non-technical users. The architecture consists of three
core modules that can be interconnected to serve different use cases. The ability to connect
multiple graphical user interfaces (GUIs) to the same proxy allows for the creation of customized
GUIs for different user types. Additionally, the Processor module can function independently
to fulfill additional use cases, such as automating data processing tasks. Wirth et al. propose
an evaluation framework for DA infrastructures in the context of medical research, focusing on
both security and usability. The GEN-RWD Sandbox ensures data security by adhering to the
principle of Safe Data within the Five Safes framework [17]. Data privacy is maintained by
sharing only aggregated data, which prevents patient re-identification. This guarantees according
to [16] also Safe Outputs and Safe Settings. The GEN-RWD Sandbox is a modular design that is
scalable and flexible due to its modular design. It supports parallel processing and allows the
execution of algorithms in any language as long as they are containerized within a Docker image.
Compared to others, our solution offers a rather simple modular architecture, but it stands out as
it is specifically designed for non-experts in data analysis, like doctors or clinical researchers.
Future works on the platform include enhancing the GUI to further facilitate user analysis
queries, expanding the Proxy module to make it compatible with authentication providers such
as LDAP, and developing a system to connect the platform with heterogeneous data sources and
perform data ingestion subject to preliminary data quality checks. Finally, the computational
pipeline, from dataset selection to variable selection to algorithm execution, could be certified
via blockchain.
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