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Dipartimento di Ingegneria Industriale, Università degli Studi di Padova, Via Venezia 1, 35131 Padova, Italy

A R T I C L E I N F O

Keywords:
Dropwise condensation
Humid air
Numerical simulation
Droplet population
Accommodation coefficient

A B S T R A C T

Vapor condensation from humid air can occur as dropwise condensation (DWC). Accurate modeling of DWC is
crucial not only to predict heat transfer, but also to understand the underlying mechanisms. The increasing
availability of computing resources has led to development of sophisticated numerical models to determine drop-
size distribution and heat exchanged, eliminating the need for statistical assumptions. This paper introduces a
novel individual-based model (IBM) to perform simulations of DWC with non-condensable gases (NCG). In the
developed IBM, the droplet growth rate model and the accommodation coefficient are critical input parameters.
Here, we use droplet growth rate measurements (which are rare in the literature) to infer the value of accom-
modation coefficient and select the best growth rate model for predicting DWC with humid air. Then, the
developed simulation tool is successfully validated (within 6%) against an experimental database obtained by
varying air humidity (relative humidity 50–90%, specific humidity 0.012–0.022 kgv/kgdryair) and dew-to-wall
temperature difference (7–13 K). After validation, the model is used to study the effect of main input parame-
ters on droplet population and condensation heat flux. Interestingly, the small droplet population is not affected
by the accommodation coefficient or air conditions, but instead depends on surface wettability.

1. Introduction

Water vapor condensation from humid air is a ubiquitous two-phase
phenomenon involved in several industrial applications [1,2]. There-
fore, the enhancement of the heat transfer performance is undoubtedly
attractive for both the scientific community and industry. The replace-
ment of traditional filmwise condensation (FWC) with dropwise
condensation (DWC) has been identified as a promising solution to
enhance the heat transfer during pure steam condensation [3,4]: the
heat transfer coefficient (HTC) can be 5–10 times higher compared to
FWC [5–7]. On the other hand, in many practical applications, such as
the dehumidification of air for thermal comfort in buildings and the
harvesting of water from the air, the condensation process involves
water vapor in humid air at ambient conditions. The HTC during both
DWC and FWC from humid air is severely penalized by the large amount
of non-condensable gases (NCGs) accumulated near the liquid-vapor
interface, which add a resistance to the diffusion of vapor molecules
towards the surface. Although vapor diffusion is the dominant mecha-
nism and, therefore, conduction through the condensate no longer
represents the highest thermal resistance (as for pure steam

condensation), promoting DWC in presence of humid air may lead to
higher HTC compared to FWC [8–10].

Regardless of the presence or absence of NCG, methods for predicting
heat flux during DWC usually combine the drop-size distribution on the
condensing surface with the heat flux exchanged by each droplet
[11–13]. Two different approaches are usually used to obtain the drop-
size distribution: solving the population balance theory or performing
numerical simulations.

Among the various methods developed to analytically evaluate the
average droplet population, the equation by Le Fevre and Rose [14] is
usually used to obtain the population of large drops, while the popula-
tion balance theory (which was first developed by Tanaka [15]) remains
the preferred choice to solve the small droplet population. By coupling
the average drop-size distribution given by the population balance
theory with an equation for the heat flow rate through an individual
droplet, the total heat flux exchanged during DWC can be predicted
analytically [16]. Hereafter, models based on this approach for the
determination of the droplet distribution will be named population-
based models (PBM). Even in the case of DWC with humid air, the
computational approach based on the population balance theory
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remains almost the same. However, the expression for the heat trans-
ferred by a droplet must take into account the thermal resistance due to
vapor diffusion through non-condensable gases [17–19].

The second approach involves running numerical simulations of the
droplet lifecycle [20–22]. As each droplet is followed during its growth,
from nucleation to disappearance by coalescence or sweeping, the
instantaneous drop-size distribution over the computational domain can
be evaluated. This methodology is commonly called individual-based
modeling (IBM). As shown in prior works [22–24], the average drop-
size distribution given by IBM is in good agreement with experimental
data for droplet radii from few microns to millimetres. It is important to
note that the two approaches yield quite different drop-size distribution,
especially in the region of the smaller drops. Unfortunately, due to the
limitations of optical methods, there are no reference data for the small
droplet population and, therefore, the distribution of small droplets
predicted by both IBMs and PBMs has not yet been validated. Because of
the mismatch in the predicted drop-size distribution, the heat flux esti-
mated by the two approaches can be quite different, with variations of
up to 40% [8,22].

Modeling of DWC from humid air results to be more complex than
modeling DWC of saturated steam for three main reasons. Firstly, the
diffusion resistance is difficult to mathematically describe, as it strongly
depends on the accommodation coefficient α. This parameter defines the
fraction of vapor molecules absorbed by the liquid phase out of the total
number of molecules impacting the surface. A value of α = 1 denotes
complete condensation, whereas α < 1 represents an incomplete
condensation. The lower the accommodation coefficient, the smaller the
amount of vapor molecules that condense, and thus the lower the latent
heat flux through the surface. In contrast to steam condensation, where
the accommodation coefficient is typically assumed to be near unity
[17,25], condensation from humid air exhibits lower values of α. Ac-
cording to Marek and Straub [26] and Gleason et al. [27], the accom-
modation coefficient can vary from 10− 5 to 1, depending on the
environmental conditions. The difficulty of directly measuring the ac-
commodation coefficient contributes to the broad range of values found
in the literature. The presence of this additional resistance increases the
complexity of single droplet heat transfer models compared to those for
steam DWC. Consequently, analytical solutions for the distribution of
small drops are intrinsically difficult to obtain and, thus, the contribu-
tion of small drops to the overall heat flux is often neglected by
analytical models, as in the case of Zheng et al. [17,25]. Secondly, the
simplification of single droplet growth, which does not account for the
interaction effect between droplets, may result in an overestimation of
the condensation rate for diffusion-controlled DWC in the presence of
NCG [28,29]. In fact, the growth of small drops close to larger drops is
expected to occur at a slower rate due to the local reduction of the
condensing vapor. In the literature, few methods have been proposed to
take into account this effect for purely diffusive vapor mass transfer (and
thus in quiescent humid air) [30,31]. Thirdly, measurements of
condensation heat flux during DWC in presence of humid air, which are
necessary to validate the models, are rare in the literature. Moreover, as
shown by Tancon et al. [8], the few available data are affected by large
uncertainties, making any reliable validation very challenging.

In the literature, so far, four IBMs coupled with their own model for
the heat flux exchanged by an individual droplet during the DWC of
humid air have been presented [17–19,32]. However, it should be noted
that each model has significant limitations. These limitations include
simulation of a limited number of drops (~105 drops), absence of drop-
size distribution representation, inadequate comparison with experi-
mental data, insufficient analysis of numerical parameters, and signifi-
cant variability in absolute values between different models. Therefore,
it is necessary to validate and compare the different models by varying
the operating conditions of humid air, the accommodation coefficient
and the nucleation sites density as well as the numerical parameters. The
present model addresses these limitations by providing a comprehensive
and meticulous validation, serving as a solid foundation for further

development and application.
Therefore, this work aims to mark a milestone in the exploration of

DWC with humid air, employing both experimental and numerical ap-
proaches. The main goal is to provide a reliable computational method
to predict the DWC heat flux during air dehumidification. We present a
numerical model consisting of a homemade IBM developed in MATLAB
and C codes for optimized computational efficiency. The only input
parameter of the model to be assumed remains the accommodation
coefficient. However, measurements of this parameter are rare and,
furthermore, many values are available in the literature because of its
dependency on environmental conditions [26,27,33]. By measuring the
droplet growth rate under different operating conditions from videos
recorded during condensation, we are able to estimate the accommo-
dation coefficient. The developed IBM, coupled with the present esti-
mated values of accommodation coefficient and measurements of
nucleation sites density obtained in our previous work [8], is used to
simulate DWC of vapor in humid air. Numerical results are compared
against both latent heat flux data and videos acquired during DWC at a
fixed air temperature (28 ◦C), while varying relative humidity (50–90%)
and dew-to-wall temperature difference (7–13 K). These are typical
operating conditions of HVAC dehumidification systems for thermal
comfort in buildings. The present experimental data of latent heat flux
and drop-size distribution are taken from a previous publication [8].
Instead, the optical measurements used to determine the droplet growth
rate represent new data not previously published. After validation, the
numerical model is used to get insight into the small droplet distribu-
tion, with a focus on its dependency from the main input parameters
(accommodation coefficient, thermodynamic conditions, and surface
wettability).

2. New model for simulation of DWC in the presence of humid
air

The individual-based model (IBM) developed to simulate DWC with
humid air is described in detail in this section. In particular, the math-
ematical modeling of droplet nucleation, growth, coalesce and sliding
are described. At the end of the section, the effect of numerical input
parameters on numerical results will be investigated.

2.1. Droplet nucleation

At the beginning of the numerical procedure, the nucleation sites are
randomly distributed by the IBM within the computational domain and
their position is maintained constant for the whole simulation. As
depicted in Fig. 1, a random distribution of nucleation sites (Fig. 1a)
appears to better approximate the observed distribution (Fig. 1c)
compared to a regular distribution (Fig. 1b). Several authors [34,35]
have reported that the drop-size density obtained numerically is inde-
pendent of the initial arrangement of the nucleation sites. However, as
reported in the Supplementary Material S1, we found that the distri-
bution of drop-size undergoes slight variations in the range of droplet
radii 5–20 μm for a regular distribution of nucleation sites (Fig. 1b).

At each time step, a droplet of radius corresponding to the minimum
radius rmin is positioned instantly on any available nucleation site. Unless
otherwise indicated, rmin is evaluated as [36]:

rmin =
2 σ Tdew

ρl hlv (Tdew − Twall)
(1)

where hlv is the latent heat of vaporization, σ the liquid surface tension,
Tdew the dew temperature, ρl the density of liquid phase, and Twall the
wall temperature. Although the process of nucleation does not physi-
cally occur simultaneously [37], several studies in the literature [38–40]
have estimated via molecular dynamics simulations that the time
required for nucleation is around 50 ns. During dehumidification, the
droplet growth rate and, thus, the heat transfer are severely constrained
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by the diffusion of water vapor through the NCGs layer, resulting in a
considerable increase in the time required to complete a condensation
cycle (from nucleation to sliding), from about 1 s (pure steam) to 1 h
(humid air). This reflects on the choice of the simulation time step. In
order to accurately simulate the droplet growth rate from rmin to rmax,
while maintaining a feasible computational time, it is necessary to adopt
a time step between 0.001 s and 0.01 s. This aspect will be further dis-
cussed in Section 2.5. Since these values of time step (10− 3 s or 10− 2 s)
are considerably larger than the nucleation time (50 ns), it is reasonable
to assume that all available nucleation sites are occupied within a single
time step by a droplet with a radius equal to rmin (Eq. 1). Thus, the
nucleation phase is approximated to be instantaneous.

2.2. Droplet growth

In each time step, the model predicts droplet growth by direct
condensation in accordance with a certain model for the heat transferred
by an individual droplet. In this work, four models have been consid-
ered: Zheng et al. [17], Suzzi and Croce [32], Baghel et al. [18], and Lyu
et al. [19]. Specifically, the Zheng et al. [17] model is considered here in
its original formulation based on the assumption of single droplet
growth. The subsequent modification (described in Zheng et al. [30]) to
account for the interaction effect between neighboring droplets has not
been included for the sake of simplicity, also considering that the present
dataset was not collected during purely diffusion-controlled DWC (see
Section 3.1). Among these models, Zheng et al. [17] has been identified
as the most reliable option for predicting the present measurements of
droplet growth rate during DWC from humid air (see Section 4.1) and
the experimental data (both condensation heat flux and drop-size dis-
tribution) taken from Tancon et al. [8] (see Section 4.2). Detailed de-
scriptions of the models considered in this work are given in
Supplementary Material S2. Once the radius increase of each droplet is
determined, the software updates the dimension of the drops. To speed
up the calculation, the algorithms have been written in C code and
compiled using the MATLAB® mex compiler [41].

Considering the heat transfer model by Zheng et al. [17] and
assuming that heat transfer during condensation occurs only through the
droplets, the heat flux through a single droplet (qd) can be equated with
the mass flux of the condensing vapor to evaluate the droplet growth
rate (G = dr/dt):

qd = ρlhlv
(
2 − 3cosθ+ cos3θ

)
G (2)

where θ is the droplet static contact angle. All the thermodynamic
properties are obtained by means of REFPROP v10 [42].

After updating the dimensions of all the droplets, some of them may
overlap. This triggers the second phenomenon of drop growth during
DWC, known as coalescence. If coalescence does occur, the merging
droplets are substituted by a new droplet with a volume equal to the sum

of the volumes of the droplets involved in coalescence. The center of
mass of the coalescing droplets is calculated to determine the position of
the new drop. The criterion for identifying contacting droplets depends
on surface wettability. For a hydrophilic surface (θ < 90◦), the drops
merge at the point where their triple lines overlap, which occurs when
the distance separating the centres of mass of drops i and j is less than the
sum of their base radii rb:

rb,i + rb,j >

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xi − xj

)2
+
(
yi − yj

)2
√

(3)

where x and y are the coordinates of the droplet centre. On the other
hand, for a hydrophobic surface (θ > 90◦), the droplets merge when the
spacing between the centre of mass of drops i and j becomes smaller than
the sum of the curvature radii r of the droplets involved in coalescence.
Considering that the coordinates of a droplet are (x, y, |r cos θ|), the
condition that triggers coalescence for hydrophobic surfaces is:

ri + rj >

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xi − xj

)2
+
(
yi − yj

)2
+
(
ri − rj

)2cos2θ
√

(4)

The determination of the reciprocal distances between the droplets is
the most computationally demanding step. Although Ns is not a limiting
factor for simulations of DWC from humid air [8,17,43], optimizing the
droplet distance calculation algorithm is crucial for expanding the
computational domain area. To address this, the C programming lan-
guage has been suitably coupled with the MATLAB® OpenMP library,
enabling parallel calculation across multiple cores. It should be noted
that coalescences are considered instantaneous events in the numerical
simulation, implying that merging drops are replaced by new droplets
with different sizes and positions within a single time step.

2.3. Droplet motion

Driven by coalescence and direct condensation, droplets continue to
grow until they reach the critical size determined by the maximum
radius equation developed by Tancon et al. [44,45]. In the absence of
drag forces acting on the droplet, the maximum radius rmax is the
outcome of the balance between capillary and gravity forces, and is
expressed as:

rmax =

(
6 kc σsinθ(cosθr − cosθa)

π(2 − 3cosθ + cos3θ)ρl g

)1/2

(5)

where θa and θr are respectively the advancing and receding contact
angle, g = 9.81 m s− 2 is the gravity acceleration, and kc is the retention
factor, which is equal to 2/π for a circular droplet [46].

Upon reaching the maximum size, the droplet begins to move,
renewing the underlying surface. Position and velocity of the sliding
drop are calculated by the software at each time step. According to the

a)

Fig. 1. Example of a) random and b) regular distribution of nucleation sites over the computational domain compared with c) an image taken from Tancon et al. [8]
showing the actual distribution of nucleation sites in the early stages of condensation. The computation domain area and the visualized area are 1 × 1 mm2.
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Tancon et al. [44] observations of droplets sliding with constant accel-
eration during DWC on a vertical surface, a constant value of 1 m s− 2 is
assumed in the present study. Accounting for droplet acceleration in the
numerical simulation distinguishes the present model from Stevens et al.
[23], in which the drops disappear when reaching the maximum
dimension, and from Lethuillier et al. [24], which employs a fixed ve-
locity value. To track the droplet’s centre position throughout its
movement, the equation of uniformly accelerated motion is used, as
shown below:

Δy = a(t − t0) Δτ+1
2

a (Δτ)2 (6)

where Δτ is the time step, a the drop acceleration, t0 the initial time of
the sliding and t the present time in the simulation.

It is noteworthy that the droplet sliding calculated by Eq. 6 repre-
sents discrete motion as a function of the time step. Using a too large
time step will result in non-swept portion areas along the droplet path.
Since the time interval used for the present simulations is in the order of
milliseconds (see Section 2.5), it is possible that some drops along the
sliding droplet’s path may not be swept away, preventing complete
surface renewal. To address this numerical issue, a dedicated algorithm
was developed to reconstruct the sliding droplet’s path after deter-
mining its new position. This algorithm enables the detection of any
drops not cleared by the moving drop. Subsequently, the volume of the
identified drops within the path of the sliding droplet is added to the
volume of the sliding droplet.

After each surface cleaning, triggered by either coalescence or sliding
events, the IBM checks the availability of any free nucleation site. At the
next iteration, a droplet of radius rmin is positioned on each available site.

2.4. Output parameters of the simulation

Upon achieving quasi-steady state conditions (as defined by Eq. 8),
the simulation terminates, yielding the following key outcomes: the
instantaneous and average heat flux, and the average drop-size distri-
bution. At each time step, the software records the dimensions and po-
sitions of all droplets within the computational domain plus the
instantaneous heat flux. The latter is obtained by calculating the sum of
the individual heat flow rate exchanged by all drops present at that time
step, as follows:

q̃ =
1
A

∑n

i=0
Qd(ri) (7)

where n is the number of drops over the surface at each time step, A is
the area of the computational domain, and Qd is the heat transfer for a
single droplet calculated according to the growth rate model by Zheng
et al. [17]. For a fixed set of thermodynamic and geometric parameters,
qd is solely dependent on its radius. At the end of the simulation, the
instantaneous heat flux is averaged to determine the mean heat flux. For
obtaining the drop-size distribution, the entire radii range between rmin
(Eq. 1) and rmax (Eq. 5) is divided into bins. In this work, the interval has
been divided logarithmically into 70 bins. The radii of the drops
calculated at each time step are assigned to their respective bins. This
process is repeated for all simulated time steps to obtain the frequency.
The distribution of drop-size is then evaluated as the frequency divided
by the area of the computational domain and by the corresponding bin
size to obtain the number of droplets per unit area per radius.

2.5. Effect of numerical inputs

The developed IBM requires two types of inputs: physical/thermo-
dynamic parameters and numerical parameters (Table 1). Physical/
thermodynamic inputs encompass characteristics of the humid air,
including its temperature (Tair) and relative humidity (RH), accommo-
dation coefficient (α), θa and θr, coating thermal conductivity λHC,

coating thickness δHC, and nucleation sites density (Ns). Numerical in-
puts comprise the area of the computational domain (A), the time step of
the simulation (Δτ) and its duration (Δt).

The choice of numerical inputs is strongly affected by the operating
conditions, particularly Ns. To maintain acceptable calculation times,
the maximum number of droplets in the domain (nmax) needs to be
limited to a few millions. As a result, for a given value of Ns, the
maximum computational domain is constrained by the relationship
Amax = nmax / Ns. For example, to keep the computational time within
reasonable limits for nucleation site densities typical of steam DWC
(about 1011–1013 m− 2 [5,43]), the computational domain must neces-
sarily be kept small, around 1 mm2. Another crucial consideration is
that, as the number of droplets increases, the time step must be reduced
to avoid excessive coalescence of droplets from one time step to the next.
This, in turn, increases the computational time and alters the profile of
the drop-size density function below a certain value of droplet radius
(see Fig. 2b). Additionally, for a fixed computational time, the smaller
the time step, the shorter the simulation time (Δt). Unlike DWC of pure
steam, simulating DWC from humid air offers the advantage of requiring
lower values of Ns [8], typically below 1010 m− 2. Consequently, the
computational domain can be enlarged and the simulation time
extended, allowing an accurate study of the droplet population and heat
flux.

The effects of numerical domain size, simulation time step and
duration are examined in detail below. Considering the minimal effect of
RH and wall subcooling on Ns, an average value of 7 × 108 m− 2 is
assumed for all simulations in this study, consistent with experimental
data reported in Tancon et al. [8]. The rest of the input parameters can
be found in Table 1.

In the presence of humid air, the droplet growth rate and thus the
heat transfer are strongly limited by vapor diffusion. This means that the
time required to complete a condensation cycle (from nucleation to
sliding) increases considerably compared to pure steam condensation,
from about 1 s to hours. Therefore, the time step used to simulate DWC
with NCG must be sufficiently large. Fig. 2a depicts the droplet growth
rate calculated by the Zheng et al. [17] model plotted against drop
radius for various time step values (0.001–1 s). For comparison, a
reference droplet growth rate function (in red in Fig. 2a), derived
analytically using the equations described in Supplementary Material
S3, is also reported.

The shape of the growth rate function obtained using time steps
ranging from 0.001 s to 0.01 s perfectly approximates the reference case.
However, with increasing time step from 0.1 to 1 s, the simulated droplet
growth rate diverges from the analytically calculated function. Conse-
quently, the drop-size distribution determined by the model results
distorted in the region of smaller droplets. Indeed, as depicted in Fig. 2b,

Table 1
List of input parameters used for the numerical simulations.

Input parameter Value

Physical/thermodynamic
Tair [◦C] 28
RH [%] 70
ΔTdew-wall [K] 10
Ns [m− 2] 7 × 108

α [− ] 0.001 *
δHC [nm] 200
λHC [W m− 1 K− 1] 0.2
θa [◦] 87
θr [◦] 72

Numerical
Δτ [s] From 10− 3 to 1
A [mm2] 12.25, 25, 100
Δt [h] Up to 3

* The accommodation coefficient used in the present
analysis is the value suggested by Zheng et al. [17].

M. Mirafiori et al. International Communications in Heat and Mass Transfer 158 (2024) 107905 

4 



the droplet distribution obtained using a time step of 0.01 s is accurately
represented over the whole radius range. The distribution of small
droplets does not change with a time step of 0.001 s and overlaps with
the distribution derived using 0.01 s. Therefore, only the results ob-
tained with the 0.01 s time step are included in Fig. 2b. In contrast, with
a time step of 1 s, the distribution of the small drops (r < 1 μm) is not
correctly predicted by the IBM, exhibiting an unrealistic scattered
behaviour. This is attributed to the fact that smaller drops can grow up to
5 times their size between two consecutive time steps (Fig. 2a). For this
analysis, the value of rmax was set to 300 μm, a value smaller than that
obtained from Eq. 5 (approximately 1 mm), in order to reduce the
calculation time. It should be noted that the influence of the time step is
negligible for drops with a radius >1 μm.

The accuracy of the simulation results increases with increasing
computational domain area. In a larger domain, multiple drops can
reach rmax simultaneously in different regions of the domain. Addition-
ally, once a drop reaches the critical size, it can travel a greater distance,
sweeping the underlying drops before they are able to reach the
maximum size. In contrast, in a small domain, a droplet reaching rmax
cleans a larger portion of the surface, affecting the calculation of heat
flux and drop-size distribution. Three simulations with domains of 3.5×

3.5 mm2, 5 × 5 mm2 and 10 × 10 mm2 were compared in terms of drop-
size distribution and average heat flux (qcond). All three simulations were
run using the same input parameters (Table 1) until 1 h of simulation
time was reached. For average heat flux, the simulation performed with
the smallest area (3.5 × 3.5 mm2) resulted in a relative deviation of 5%
from the reference simulation, i.e. the one run with an area of 10 × 10
mm2. In the case of the intermediate domain (5 × 5 mm2), the per-
centage deviation was <1%. Fig. 3a reveals that the drop-size function
remains unaffected by the domain size in most of the radius range.
However, near rmax, the drop-size density function calculated with the
smallest domain is affected by the presence of a single large drop at a
time. This analysis indicates that both the droplet distribution and
average heat flux are adequately described when using a computational
domain with a side twice the maximum droplet diameter.

The last numerical parameter to consider is the simulation time Δt.
An excessively small value can introduce errors in the calculation of
qcond, as shown in Fig. 3b. On the other hand, an excessively long
simulation time would be redundant, as the pseudo-cyclic nature of
DWC ensures that steady-state conditions are reached after a certain
time. This condition can be identified by the convergence of the average
heat flux. Therefore, the optimal simulation time should be determined

Fig. 2. a) Droplet growth rate G calculated by the Zheng et al. [17] model for different simulation time steps Δτ (between 0.001 and 1 s). b) Drop-size distribution
evaluated by the IBM for Δτ = 0.01 s and Δτ = 1 s. The maximum radius rmax is set equal to 300 μm. The other inputs are given in Table 1.

Fig. 3. a) Drop-size distribution vs droplet radius for different computational domain area: 3.5 × 3.5 mm2, 5 × 5 mm2 and 10 × 10 mm2. b) Relative heat flux
variation (Eq. 8) vs simulation time Δt.
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based on the percentage change in heat flux, calculated using the
following equation:

Δq =

∑
iq̃i(t)

qcond
(8)

where q̃i is the instantaneous heat flux. If the variation in qcond becomes
<1%, the simulation can be considered to have reached steady-state
conditions. Fig. 3b shows an example of the calculation of Δq for a
simulation iterated up to 3 h. After approximately 1 h of simulation, the
change in Δq remains within ±1%, indicating that steady-state condi-
tions have been reached. Therefore, this parameter is monitored
throughout the simulation to decide when it can be considered
complete.

Based on the previous analyses, the simulations reported in Section 4
will be performed using Δτ = 10 ms, which is sufficient to observe the
growth of the smallest droplets, a computational domain of about 6 × 6
mm2, approximately twice the maximum droplet diameter, and a
computation time calculated according to Eq. 8.

3. Experimental methods

This section presents the experimental apparatus, data reduction
technique, and video acquisition system used to study DWC of humidity
present in air. The method adopted here for the experimental evaluation
of the droplet growth rate by optical analysis is also discussed in detail.
The present experimental data of latent heat flux and drop-size distri-
bution are taken from Tancon et al. [8]. Instead, the optical measure-
ments used to determine the droplet growth rate represent new data not
previously published.

3.1. Thermal measurements

Condensation was studied on an aluminum sample (condensing area
equal to 40 × 40 mm2) functionalized by a hybrid silica-based coating

deposited by sol-gel method [47,48]. After functionalization, the sample
was nearly hydrophobic (θa = 87◦ ± 3◦ and θr = 72◦ ± 2◦). A coating
thickness of 200 nm was evaluated by ellipsometry. Further details on
surface fabrication and characterization are available in Supplementary
Material S3 and in Tancon et al. [8].

The apparatus used to perform condensation tests is composed of a
closed circuit with two main parts: an environmental chamber and a test
chamber (Fig. 4a-b). Briefly, the environmental chamber controls the
thermodynamic conditions of the humid air, then two variable speed
fans drive the airflow through an insulated pipe into the test chamber.
Enclosed within a transparent channel, the test section accommodates
the aluminum specimen upon which the moisture condenses (Fig. 4c).
Condensation is induced by a Peltier module positioned on the opposite
side of the test section with respect to the sample. The conditioned
airflow is then redirected to the environmental chamber through a
second insulated pipe, closing the loop. Thermal insulation of all com-
ponents prevents heat dissipation to the surroundings.

The condensation heat flux is determined by measuring the mass of
condensate using a laboratory scale. The test section is hung on the scale,
enabling continuous monitoring of the total mass of condensate
collected on the sample and in the water tank. From the average
condensate mass flow rate (mcond) obtained from the time derivative of
the scale measurement over the entire duration of the test (100 min), the
average condensation heat flux is calculated as:

qcond =
mcond Δhlv

Acond
(9)

where Acond is the sample area (40 mm × 40 mm) and Δhlv is latent heat
evaluated at Twall. Given the expected low heat flux values during
condensation from moist air (< 1400 W m− 2) and the experimental
uncertainty on the temperature reading (± 0.05 K) [8], it can be
assumed that the temperature difference across the 2.5 mm aluminum
thickness between the sensor position and the condensing surface is
negligible. Consequently, the surface temperature (Twall) can be directly

Fig. 4. a) 3D model and b) layout of the test rig with the position of the main elements highlighted. c) Cross-sectional view of the test section: (1) heat sink, (2)
Peltier module, (3) heat flux sensor, (4) sample, (5) water collector.
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obtained by averaging the readings of two Pt-100 transducers inserted
into the specimen. A chilled-mirror hygrometer is employed to directly
detect the dew point (Tdew) at the inlet of the transparent channel. The
airflow temperature is evaluated as the average of two Pt-100 readings
at the entrance and exit of the channel. Fluid properties are determined
with REFPROP v10 [42].

In Table 2, the range of the operating conditions is reported. In
particular, the experimental data refer to an air temperature of 28 ◦C and
relative humidity in the range 50–90%, which correspond to specific
humidity (moisture content, xa, defined as the ratio of the mass of vapor
to the mass of dry air in a given volume of humid air) between 0.012 and
0.022 kgv/kgdryair. The experiments were conducted under steady-state
conditions, ensuring that all operating conditions remained constant
throughout each test session. During these tests, the condensate mass
was measured to determine the latent heat flux exchanged by the sam-
ple. Each experimental point presented in this paper represents the
average of 20 distinct data sets, collected at 5-min intervals. Each data
set comprises 30 readings obtained over 60 s of continuous acquisition.
To establish a representative value, the mean value of each data set was
calculated. Uncertainty analysis was performed in compliance with the
ISO guide [49]. All expanded uncertainties were calculated with a
coverage factor k = 2. Within the investigated range of operating con-
dition, the uncertainty associated with condensation heat flux (Eq. 9)
remains always below 2%. For further information on the test apparatus,
experimental procedure, data reduction, and experimental un-
certainties, please refer to Supplementary Material S4 and Tancon et al.
[8].

3.2. Optical measurements

A high-speed camera with a CMOS sensor consisting of 1280 × 1024
pixel array is employed to visualize the DWC phenomenon. Each video is
recorded at 0.5 fps after the sample surface has been dried to ensure
measurement repeatability. For clear detection of droplet contours, ring-
shaped illumination is used. The camera can be equipped with either a
macroscopic lens or a microscopic lens, providing image magnification
up to 7 times. The choice of lens depends on the specific purpose of the
analysis.

To characterize the population of drops and evaluate the drop-size
distribution, recorded videos were analysed with a custom-developed
MATLAB® software, specifically trained to detect the actual dimen-
sion of droplets based on the ring of light reflected on their surface. Once
the program’s input parameters are optimized, each video frame is
analysed through a series of stages to evaluate the size and position of
each ring of reflected light. Then, the light ring recognised by the pro-
gram is resized using an appropriate calibration function to determine
the real drop size. These stages are repeated iteratively for the complete
sequence of video frame, allowing the evaluation of the drop-size dis-
tribution. For further details regarding the program’s functionality and
implementation, please refer to [3,45].

To investigate droplet growth rate (G), only microscopic videos were
utilized to detect drops with radii ranging from approximately 5 to 300
μm. Prior to determining the experimental growth rate of a specific
droplet, the interval of video frames in which it primarily grows by
direct condensation (without any discernible coalescence with other
droplets) must first be identified. Then, a custom MATLAB® program is

used to evaluate droplet diameter over time (Fig. 5a). As depicted in
Fig. 5b, the droplet growth within the identified time interval follows a
linear trend. To calculate the growth rate of the droplet (G = dr/dt), data
have been fitted with a linear function and the slope of the interpolating
line is calculated according to the least squares method as follows:

G =
N
∑

(ti ri) −
∑

ti
∑

ri

N
∑

ti2 − (
∑

ti)2
(10)

where N is the number of frames considered for the calculation of the
growth rate and ri is the radius of the droplet measured at the instant ti.
This calculated growth rate is associated with an average droplet radius
r between the first and last frames analysed by the program. Finally, to
determine the average droplet growth rate as a function of the radius, 30
to 50 droplets were analysed for each operating condition.

4. Results and discussion

In this section, measurements of droplet growth rate are used to
identify the most accurate model for predicting the heat exchanged by
an individual droplet among those considered in Section 2.2. The
selected model is then integrated in the present IBM to perform simu-
lations of DWC from moist air at varying relative humidity and dew-to-
wall temperature difference. For validation purposes, the numerical
results are compared against experimental data taken from our previous
work [8], both in terms of condensation heat flux and distribution of
drop-size. Finally, the developed IBM is employed to numerically assess
the effect of operating conditions, accommodation coefficient and sur-
face wettability on DWC.

4.1. Choice of heat transfer through a single droplet model

All models considered in Section 2.2, except for Suzzi and Croce
[32], depends on the accommodation coefficient (see Supplementary
Material S2 for the equations). This coefficient remains the only input
parameter that lacks experimental determination and, thus, is typically
assumed. As previously discussed in the Introduction, due to the
complexity of direct measurements of α, a broad range of values is re-
ported in the literature, spanning from 1 to 10− 5 [26,27]. This lack of
knowledge about α also complicates the choice of a model for qd.
Hereafter, we want to use measurements of drop growth rate to infer the
value of α that yields the best fit for eachmodel to the experimental data.
Then, the model for heat transfer trough a single drop to be coupled with
the developed IBM is selected based on the minimum deviation between
numerical and experimental values.

Using the method described in Section 3.2, the videos recorded
during DWC on the coated surface were analysed to estimate the droplet
growth rate at varying operating conditions. Fig. 6a shows the values of
growth rate measured at varying RH (50, 70, 90%) plotted versus
average droplet radius for a constant ΔTdew-wall (10K), air velocity (1 m
s− 1), and air temperature (28 ◦C). For a fixed radius, an increase in air
humidity results in a corresponding increase in droplet growth rate
(Fig. 6a). On average, the droplet growth rate at RH = 90% is 76%
higher than the values obtained at RH = 50%. Although the un-
certainties in the growth rate evaluation are significant (the mean de-
viation is around 25%), these measurements clearly identify the trend
and order of magnitude of the experimental droplet growth rate under
the considered operating conditions.

As a next step, the four models for heat transfer through a single
droplet (Zheng et al. [17], Baghel et al. [18], Lyu et al. [19] and Suzzi
and Croce [32]) were used to predict the experimental data of droplet
growth rate. To compare the analytical and experimental growth rates,
the standard deviation was evaluated when varying α. The procedure
involves setting a specific accommodation coefficient between 10− 3 and
10− 5 (20 discrete values within the specified range were considered).
The deviation between the experimental values and the analytical

Table 2
Operating conditions for condensation tests.

Parameter Value

Tair [◦C] 28
RH [%] 50, 70, 90

xair [kgv/kgdryair] 0.012, 0.017, 0.022
ΔTdew-wall [K] 7, 10, 13
vair [m s− 1] 1
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models is then calculated, assuming that the accommodation coefficient
remains constant in the whole range of operating conditions here
considered. This procedure was applied to the models of Zheng et al.
[17], Lyu et al. [19] and Baghel et al. [18], which included the ac-
commodation coefficient in their modeling, while Suzzi and Croce [32]
can be implemented without it. For eachmodel, a single optimal value of
α was determined that minimized the mean deviation from the mea-
surements shown in Fig. 6a. This method yielded the following values: α
= 10− 4 for Zheng et al. [17], α = 9 × 10− 5 both for Baghel et al. [18],
and for Lyu et al. [19]. Due to the assumption of the Suzzi and Croce [32]
model, which relies solely on vapor diffusion to calculate the droplet
growth rate, no accommodation coefficient is needed for this model.
Instead, it is important to note that this model includes two correction
parameters to account for the interaction between the droplets and for
the actual droplet contact angle. Further details regarding this model
can be found in the Supplementary Material S2. Fig. 6b shows the box
plot of the ratio between the experimental growth rate taken at different
relative humidity (50–90%) and the values predicted by the various
models considering the aforementioned values of α. Box plots are a
helpful tool in situations where data is not normally distributed. This is
because they display the quartiles of the data through a box, while the

whiskers demonstrate the remaining distribution. The deviations and
statistical distributions of the dataset are easily reflected in the box plot,
where large deviations indicate the largest difference in the prediction of
droplet growth rate. Fig. 6b clearly show that the Zheng et al. [17]
model with an accommodation coefficient of 10− 4 yields the minimum
average deviation (about 22%) from the experimental data. On the other
hand, the predictions of the other three models are less accurate, with an
average deviation of 32% in the case of Baghel et al. [18] and Lyu et al.
[19], and 54% for Suzzi and Croce [32]. Therefore, the Zheng et al. [17]
model emerges as the best choice for accurately predicting droplet
growth during DWC from humid air. Hence, it will be integrated with
the present IBM (Section 2) to perform the simulations reported in the
following sections.

4.2. Comparison against experimental data

To assess the proposed IBM, a series of simulations were conducted
employing the Zheng et al. [17] model for droplet growth with α = 10− 4.
The numerical results were compared against the measurements of
average latent heat flux and drop-size distribution obtained by Tancon
et al. [8]. The comparison refers to a fixed air temperature (28 ◦C), and

Fig. 5. Example of video analysis for the evaluation of droplet growth rate. a) Images of a drop that grows mainly by direct condensation (at Tair = 28 ◦C, RH = 70%,
ΔTdew-wall = 10 K) at four different times: I) 0 s, II) 44 s, III) 88 s, and IV) 130 s. b) Droplet radius over time obtained from the videos using a home-made MAT-
LAB® program.

Fig. 6. a) Droplet growth rate measured at different relative humidity (RH = 50–90%) and fixed dew-to-wall temperature difference (ΔTdew-wall = 10 K) versus
average radius. b) Box plot of the ratio between calculated and experimental growth rate obtained at varying RH: values predicted by the Zheng et al. [17], Baghel
et al. [18], Lyu et al. [19] and Suzzi and Croce [32] models. The inputs to the model are listed in Table 3.
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varying RH (50–90%) and ΔTdew-wall (7–13 K). The comparison is limited
to ΔTdew-wall = 13 K because the data set for higher values of dew-to-wall
temperature difference does not cover all the three RH values. A total of
9 different operating conditions were considered for the validation. The
other model inputs are summarized in Table 3.

Fig. 7a shows the average qcond predicted by the present model
compared with the experimental data collected during DWC from humid
air. The IBM results in excellent agreement with the measurements for
all operating conditions, with an average deviation from experimental
data of about 4%. In Fig. 7b-c, the instantaneous q̃cond and average qcond
calculated using the present IBM are compared with the measurements
at two RH (70%, 90%) for the same ΔTdew-wall (10 K). The instantaneous
heat flux q̃cond reveals the quasi-cyclic nature of DWC. The simultaneous
occurrence of nucleation, droplet growth by both direct condensation
and coalescence, and sliding events causes the instantaneous heat flux to
oscillate. However, after a transient period of about 10 min at the
beginning of the simulation, the pseudo-steady state is reached, and the
instantaneous heat flux (blue line) starts to fluctuate around the average
value (red dashed line). The presence of sliding events occurring on the
surface (e.g., at 70 min in Fig. 7b) is indicated by sudden reductions of
the heat flux, as well as coalescence events among big drops (e.g., at 50
min in Fig. 7b). As discussed at the end of Section 2.5, after about 1 h of
simulation, the fluctuations in q̃cond no longer affect the average heat
flux, indicating that quasi-steady conditions have been reached and the
simulation can be stopped. At RH = 70%, qcond calculated by the IBM
deviates by 6% from the experimental data, whereas the deviation is
lower than 1% at RH= 90%. The results in Fig. 7 suggest that the present
IBM coupled with the model proposed by Zheng et al. [17] is an excel-
lent tool for predicting the effect of RH and dew-to-wall temperature
difference on the latent heat flux during DWC from moist air.

In addition to assessing the average heat flux predictions, validating
the calculated drop-size distribution is equally critical. Fig. 8a presents a
comparison between the distribution obtained from the IBM and the
distribution measured as described in Section 3.2. Due to optical limi-
tations of the measurement system [3,8], the experimental distribution
is restricted to radii above 2 μm. The calculated distribution using the Le
Fevre and Rose [14] model and the equivalent radius re obtained as
suggested by Miljkovic et al. [12] are also reported. The latter is usually
considered by analytical models as the threshold value between the
population of small droplets (on the left) growing by direct condensation
and the population of large drops (on the right) growing mostly by
coalescence. Fig. 8a demonstrates that the experimental distribution is
well approximated in the entire range of radii by the simulation results.
Both the numerical and experimental distributions exhibit a decreasing
trend with increasing radius, with minimal effects of RH and ΔTdew-wall.
Above re, both distributions follow the Le Fevre and Rose [14] trend.
Below re, the downward trend is less pronounced. It should be noted that
the density of drops with radius from re to ~20 μm is overestimated by
the analytical model compared to the simulation. Since these drops are
responsible for a small but non-negligible share (6%) of the total qcond
transferred during DWCwith humid air (Fig. 8b), employing population-
based models for latent heat flux calculations (Supplementary Material
S5) could result in overestimations compared to the IBM. Another
important finding reported in Fig. 8a is that the distribution of drops
appears be unaffected by the thermodynamic conditions of the humid

air. Specifically, this result contributes to fill the gap in the literature
regarding the shape of the small droplet distribution during DWC with
humid air.

To conclude this section, we want to assess the contribution of small
droplets (r < re) to the total latent heat flux exchanged during DWC in
presence of humid air. Fig. 8b shows the distribution of the cumulative
normalized heat flux (U) plotted against the drop radius r at varying RH
and dew-to-wall temperature difference, where U is defined as:

U =

∑rmax
i=rmin

(
Qd,i Ni Δri

)

qcond
(11)

where Qd,i is the heat flowrate transferred trough an individual droplet,
Ni is the drop-size distribution, Δri corresponds to the radii bin size. The
droplet population is divided into several bins (as reported in Section
2.4) from rmin to rmax, and Qd,i is calculated for each bin. This value is
subsequently divided by the total latent heat flux (qcond). On average, the
percentage of heat flux due to droplets with a radius smaller than re, is
<5%. This result is consistent with the suggestion by Zheng et al. [17] to
exclude the contribution of small drops from estimations of qcond.

Supplementary Material S5 presents a comparison of latent heat
fluxes calculated by the four models using the PBM approach. In fact, as
an alternative to numerical simulations, the results shown in Fig. 8b
suggest that qcond can be calculated (with satisfactory accuracy) by
coupling a model for the heat flux through a single droplet with the Le
Fevre and Rose [14] equation for the drop-size density of large droplets,
considering only the interval of radii from re to rmax. While the PBM
approach exhibits lower accuracy in predicting the average qcond
compared to the simulation-based approach, it offers significantly
reduced computational times. Therefore, this approach can serve as a
viable alternative to IBM when the primary focus lies in estimating the
average thermal performance and temporal evolution of heat flux and
droplet population are not essential.

The comparison of the four different models using the PBM approach
identify the Zheng et al. [17] model as the most accurate for predicting
the effect of RH and ΔTdew-wall during DWC from humid air. The average
deviation between predicted and experimental values was below 10%;
as shown in Fig. 7a, when coupled with the present IBM, Zheng et al.
[17] leads to more accurate predictions (mean deviation of 4%). In
contrast, the Lyu et al. [19] and Baghel et al. [18] models overestimate
the latent heat flux by an average of 30% at RH = 90%, while the
experimental data at RH = 50% are underestimated by about 60%. The
Suzzi and Croce [32] model performs even worse, with an average de-
viation of 250% from the experimental data. This is likely due to the
strong assumption of this model, which considers the process to be
driven solely by diffusion, with the presence of two correction factors.

As demonstrated so far, the use of an IBM enables the underlying
mechanisms of the humid air DWC process to be investigated without
recourse to simplifying assumptions regarding the drop-size distribu-
tion. Furthermore, the IBM provides insights into the dynamic evolution
of the drop population and its effect on the instantaneous heat flux, in
addition to the average behaviour. In contrast, the PBM requires a model
for the drop-size density distribution and it yields only average results.
To the best of the authors’ knowledge, no specific expressions for the
droplet population in the presence of humid air are available in the
literature.

4.3. Effect of the accommodation coefficient

This section aims to clarify the dependence of the developed IBM
(coupled with the model by Zheng et al. [17]) from the value of α chosen
as model input. Section 4.1 revealed that an accommodation coefficient
of 10− 4 minimizes the deviation between calculated and experimental
droplet growth rates. To investigate the effect of α on both heat flux and
drop-size distribution, numerical simulations were conducted using the
present IBM (Section 2) at varying accommodation coefficients (α =

Table 3
Input parameters for the numerical simulations.

Parameter Value Parameter Value

Tair [◦C] 28 λHC [W m− 1 K− 1] 0.2
RH [%] 50, 70, 90 θa [◦] 87

ΔTdew-wall [K] 7, 10, 13 θr [◦] 72
Ns [m− 2] 7 × 108 Δτ [ms] 10

α [− ] 0.0001 A [mm2] 36
δHC [nm] 200 Δt [h] Eq. 8
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10− 3, 5 × 10− 4, 10− 5), while keeping constant the numerical inputs (Δτ
= 10− 2, Δt = 2 h), thermodynamic conditions (RH = 70%, ΔTdew-wall =

10 K), and nucleation sites density (Ns = 7 × 108 m− 2). The inputs
required for the model operation are summarized in Table 3.

Fig. 9a compares the average latent heat flux obtained by numerical
simulations with the experimental value (270 W m− 2). An accommo-
dation coefficient α = 10− 4, which was inferred experimentally, allows
to obtain the minimum error (6%) between the experimental data and
the results of the numerical simulation. As the accommodation coeffi-
cient varies from 10− 4 to 10− 3, the latent heat flux calculated by the IBM
increases exponentially, deviating from the measurement. For α equal to
10− 3, the relative deviation between numerical prediction and experi-
mental data exceeds 450%. On the contrary, when α is set to 10− 5, the
predicted value is 85% lower than the experimental data. Fig. 9b shows
that the distribution of small droplets remains relatively unaffected by
the accommodation coefficient, but it affects the latent heat flux
(Fig. 9a). This suggests that α affects the growth rate of individual drops
rather than the average drop-size distribution and this result confirms

the procedure followed in Section 4.1 where the accommodation coef-
ficient was selected based on the experimental growth rate of single
droplets.

It is worth noting that, for droplet radii below 0.1 μm, values of α
>10− 4 result in a scattered small droplet distribution. This scattering
arises from the increased droplet growth rate, which causes these
droplets to grow rapidly between two consecutive time steps, altering
the shape of the function describing the drop-size distribution. Reducing
the time step used for the simulations would eliminate this scattering,
further demonstrating that the effect of α on the distribution of drop-size
is negligible over the entire range of droplet radii.

Data in Fig. 9 showed that an increase in the accommodation coef-
ficient leads to a significant increase in the droplet growth rate, making
the DWC mechanisms faster and improving qcond. Conversely, a reduc-
tion of α results in a longer time required to complete a DWC cycle. To
further validate the value of the chosen accommodation coefficient, the
experimental evolution of droplet population can be qualitatively
compared with the simulated one. Fig. 10 presents a direct comparison

Fig. 7. a) Comparison between the latent heat flux measurements qcond,exp obtained by Tancon et al. [8] and the numerical heat flux qcond,sim predicted by the IBM
coupled with Zheng et al. [17]. The experimental data refer to RH = 50–90% and ΔTdew-wall = 7–13 K. The other inputs are listed in Table 3. b, c) Instantaneous and
average heat flux evaluated by the IBM compared with data obtained at RH = 70%, 90% and ΔTdew-wall = 10 K.

Fig. 8. a) Experimental drop-size distribution compared against the one computed by the IBM for different operating conditions (RH = 50–90%, ΔTdew-wall = 7–13 K)
versus droplet radius. The calculated distribution of large drops by the Le Fevre and Rose [14] model (rmax = 1.44 mm) and the radius re evaluated as suggested by
Miljkovic et al. [12] are also depicted. b) Cumulative normalized heat flux distribution vs drop radius calculated at different RH and ΔTdew-wall. The model inputs are
listed in Table 3. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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between the evolution of droplet population obtained from simulations
and from the experimental observation during DWC at RH = 70% and
ΔTdew-wall = 10 K. In Fig. 10a, the evolution of the condensation process
is shown at three successive time-steps (t = 0, 10, 20 min). The images
were taken in the central region of the condensing surface using a mi-
croscope objective, allowing the analysis of an area of approximately
1.5× 1.5 mm2, as described in Section 3.2. The comparison between the
simulated trend and the actual observation demonstrates a remarkable
agreement with the droplet sizes observed at the same time. Fig. 10b
compares the experimental growth of a single droplet with that simu-
lated with the present IBM. The experimental data, obtained by tracking
the size of a marked droplet (red circles) as it grows due to direct
condensation and coalescence, is well-matched by the simulation. Dur-
ing the first 5 min, the simulation accurately predicts the droplet growth
which is dominated by direct condensation. As coalescence becomes
more dominant (t > 8 min), the growth of both the experimental droplet
and the simulated droplet become asynchronous. However, the di-
mensions predicted by the simulation remain in close agreement with

the experimental evolution, even after coalescence. The accurate pre-
diction of the droplet evolution provided by the simulation provides
convincing evidence in support of the chosen accommodation coeffi-
cient (α = 10− 4).

4.4. Effect of surface wettability

The analyses carried out in Sections 4.2–4.3 indicate that the drop-
size distribution is influenced neither by the operating conditions of
humid air (relative humidity and surface subcooling) nor by the ac-
commodation coefficient. On the other hand, these parameters do affect
the droplet growth rate and, thus, the condensation heat flux. At this
point, it only remains to elucidate the effect of surface wettability,
defined by the equilibrium contact angle (θe = cos− 1 (0.5 cos θa + 0.5 cos
θr)). The developed IBM coupled with the model by Zheng et al. [17] is
used here to perform numerical simulations for three different surface
wettabilities: hydrophobic with θe = 120◦, baseline nearly hydrophobic
with θe = 77◦ and hydrophilic with θe = 45◦. The contact angle hysteresis

Fig. 9. a) Average qcond predicted by the developed model (Section 2) for varying α compared with the experimental value at RH = 70% and ΔTdew-wall = 10 K. The
relative deviation between the numerical result obtained with α = 10− 4 and the measurement is also reported. b) Drop-size distribution vs drop radius at varying α.
Input values are listed in Table 3.

t 
t 

t 

Fig. 10. a) Experimental and simulated (by the present IBM coupled with the model of Zheng et al. [17]) evolution of condensation from moist air. b) Comparison of
the simulated and experimental droplet growth due to both direct condensation and coalescence. Both the simulation results and video frames refer to the same
experimental conditions (Tair = 28 ◦C, RH = 70%, ΔTdew-wall = 10 K). The numerical inputs are Ns = 7 × 108 m− 2, Δτ = 0.01 s and α = 10− 4. The visualized area and
computational domain both measure 1.5 × 1.5 mm2.
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was maintained constant at 20◦, while the departing radius was calcu-
lated by Eq. 5. The operating conditions common to all simulations were
RH = 70%, ΔTdew-wall = 10 K, and Tair = 28 ◦C. The accommodation
coefficient was fixed at 10− 4. The other input values are listed in Table 3.

Fig. 11 shows the drop-size distribution, the heat flux through a
single droplet and the average qcond calculated from numerical simula-
tion for the three wettabilities. Fig. 11a depicts the drop-size distribution
plotted against drop radius, revealing a notable difference in the density
of small drops across the three surface wettabilities. The hydrophobic
surface (θe = 120◦) exhibits a higher density of small drops compared to
the baseline (θe = 77◦) and hydrophilic (θe = 45◦) surfaces. Since θe
varies while the contact angle hysteresis is fixed, the calculated
departing radius rmax differs significantly between the hydrophilic sur-
face (2.5 mm) and the hydrophobic surface (0.8 mm). Despite this dif-
ference, the distribution of large drops does not seem to be affected by
these variations in rmax. Thus, it appears that the distribution of small
droplets during DWC from humid air is affected only by the surface
wettability, whereas that of large drops exhibits a negligible dependence
from rmax, thus much weaker than suggested by Le Fevre and Rose [14].
In contrast to the results obtained when studying DWC of pure steam
[16], here the drop-size distribution function is insensitive to the
departing radius in the examined range (0.8–2.5 mm). However, the
heat transfer performance is not likely to be significantly affected by the
higher density of small drops on the hydrophobic surface (Fig. 11a), as
the contribution of drops with a radius smaller than 10 μm to the total
heat flux is almost negligible (Fig. 8b). On the other hand, the surface
wettability strongly affects the heat transferred though a single droplet
(Fig. 11b). Focusing on the droplet radii range from 10 μm to rmax, which
contributes the most to the average condensation heat transfer (> 95%)
according to the results shown in Fig. 8b, an increase in contact angle
from 77◦ to 120◦ leads to an increase of about 110% in the heat flux
though a single droplet. Instead, a reduction in contact angle from 77◦ to
45◦ results in an average qd reduction of 23%. Mainly due to this effect
on the heat transfer through a single droplet, the reduction in surface
wettability significantly enhances the average qcond (Fig. 11c), from 270
W m− 2 at θe = 77◦ to 540 W m− 2 at θe = 120◦ (100% increase). It should
be noted that, on the hydrophobic surface, the droplets also exhibit
increased mobility and reduced average size, resulting in improved
surface renewal. Conversely, the decrease in contact angle from 77◦ to
45◦ leads to a decrease of about 33% in the average latent heat flux
(Fig. 11c). The decrease in latent heat flux on the hydrophilic surface is
primarily due to a reduction in heat transfer by individual droplets.
Additionally, the increase in average droplet size and rmax results in the
formation of a few large droplets with high conduction resistance on the
computational domain.

5. Conclusions

This work introduced a novel individual-based model (IBM),

implemented in hybrid MATLAB® and C programming languages, for
simulating dropwise condensation in humid air conditions. Experi-
mental measurements were used to choose the droplet growth rate
model among those considered (Zheng et al. [17], Suzzi and Croce [32],
Lyu et al. [19], and Baghel et al. [18]) and to assess the accuracy of the
developed IBM. Then, the numerical model was employed to investigate
the small drop population. The key findings are listed below.

• An efficient individual-based model (IBM) developed to track the
growth of each droplet on the condensing surface was developed to
simulate the DWC phenomenon in presence of moist air. The use of
the OpenMP library allowed the simulation to be parallelized on 32
threads, significantly reducing the computation time and increasing
the computational domain area and the simulation duration,
achieving a comparison with experimental data without numerical
limitations.

• Compared to the population-based approach, the IBM offers several
advantages. Specifically, it does not require the assumption of a
model for the drop-size distribution, allowing for direct comparison
of various single-drop heat transfer models with measured data.
Furthermore, the IBM provides insights into the dynamic evolution
of the drop population and its effect on the instantaneous heat flux,
in addition to average behaviour.

• The growth rate of drops with radii between 10 and 125 μm was
measured by analyzing the videos recorded during condensation
from humid air using a custom MATLAB® code for tracking drop
growth. When the relative humidity varied from 50% to 90%, the
droplet growth rate increased by about 76%. From the comparison
against experimental data, the Zheng et al. [17] model assuming an
accommodation coefficient of 10− 4 emerged as the best choice for
accurately predicting droplet growth during DWC from humid air.

• The present numerical simulations were validated with measure-
ments of latent heat flux and drop-size distribution obtained from
Tancon et al. [8] at varying relative humidity (50–90%) and dew-to-
wall temperature difference (7–13 K). The agreement between
calculated and experimental values (within 6%) suggests that the
present IBM coupled with the model by Zheng et al. [17] for droplet
growth rate is an excellent tool for predicting the effect of relative
humidity and dew-to-wall temperature difference on DWC in the
presence of humid air.

• After validation, the developed IBM was used to get insight into the
distribution of small droplets during condensation of moisture from
humid air. Numerical simulations revealed that the contributions of
drops with r < 10 μm to the total heat flux during DWC is <5%.
Furthermore, it was found that the drop-size distribution is almost
independent from surface subcooling, relative humidity, and ac-
commodation coefficient, whereas it is affected by surface wetta-
bility. In particular, the hydrophobic surface (θe = 120◦) exhibited a
higher density of small drops (r < 20 μm) and a smaller departing

Fig. 11. Results of the simulations performed by the present model coupled with Zheng et al. [17] for the study of wettability effect. a) Calculated drop-size dis-
tribution, b) heat flux through an individual drop and c) average qcond for different equilibrium contact angle (θe = 45◦, 77◦, 120◦). The contact angle hysteresis is
fixed at 20◦, Ns at 7 × 108 m− 2 and α at 10− 4. The other inputs are listed in Table 3.
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radius compared to the baseline hydrophilic surface (θe = 77◦).
However, the resulting increase in average latent heat flux, from 270
W m− 2 to 540 W m− 2 (+100%), was mainly due to a change in the
heat flux transferred by the individual drops. These results contribute
to fill the gap in the literature regarding the population of small
drops during DWC from humid air.
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