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Abstract Nuclear reactors are a source of electron an-
tineutrinos due to the presence of unstable fission prod-
ucts that undergo β− decay. They will be exploited
by the JUNO experiment to determine the neutrino
mass ordering and to get very precise measurements
of the neutrino oscillation parameters. This requires
the reactor antineutrino spectrum to be characterized
as precisely as possible both through high resolution
measurements, as foreseen by the TAO experiment, and
detailed simulation models. In this paper we present
a benchmark analysis utilizing Serpent Monte Carlo
simulations in comparison with real pressurized water
reactor spent fuel data. Our objective is to study the
accuracy of fission fraction predictions as a function of
different reactor simulation approximations. Then, using
the BetaShape software, we construct reactor antineu-
trino spectrum using the summation method, thereby
assessing the influence of simulation uncertainties on it.
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1 Introduction

The knowledge of the electron antineutrino (ν̄e) flux
emitted by nuclear reactors is of crucial importance
for the Jiangmen Underground Neutrino Observatory
(JUNO) [1, 2] experiment, which will exploit 8 reactors
as ν̄e sources. The JUNO detector, a 20-thousand-ton
liquid scintillator located at ∼ 53 km from the Yangjiang
and Taishan Nuclear Power Plants, is in its final con-
struction phase in China.

The reactor ν̄e will be detected through the Inverse
Beta Decay (IBD) reaction:

ν̄e + p −→ n+ e+ (1)

which has a ν̄e energy threshold of 1.8 MeV.
One of the main goals of the JUNO experiment is to

determine the neutrino mass ordering by analyzing the
pattern of ν̄e oscillations at medium baseline. This exper-
imental measurement requires high accuracy, therefore it
is mandatory to control all the systematic uncertainties
related to the reactor ν̄e source. For this purpose, the
Taishan Antineutrino Observatory (TAO) [3] detector
will measure with unprecedented energy resolution the
non-oscillated ν̄e spectrum at ∼ 40 m from one of the
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reactors exploited by JUNO. The importance of compu-
tational tools for predicting reactor antineutrino fluxes
stands out in this framework, since in principle, if they
are validated with experimental data, they can be used
for flux shapes predictions, by knowing only reactor op-
eration information. That could be the case for both the
second Taishan reactor core as well as the six reactors
of Yangjiang plant, which lack of near field detectors.
Also, nuclear database accuracy could be benchmarked
against high energy resolution TAO data.

Until now, two different methods have been used
to model the reactor ν̄e flux: the conversion [4, 5] and
the summation (also called ab-initio) [6, 7] methods.
Both approaches are affected by uncertainties related to
the input data, leading to a discrepancy in both ν̄e flux
intensity and spectral shape [8, 9] when compared with
the experimental data acquired by near detectors [10–
15].

Since JUNO and TAO will feature an unprecedented
energy resolution in the field of ν̄e detectors, the sum-
mation method is the most suitable to use, because it
gives access to the fine structure of the spectrum [16].

To determine the real time reactor ν̄e flux and spec-
trum emitted by a nuclear reactor two ingredients, com-
pletely independent of each other, are needed:

1. the activity of β− decaying nuclides in the reactor
core as a function of time;

2. the ν̄e spectrum characteristics of each β− decaying
nuclide.

In this paper we present the development of an anal-
ysis tool designed explicitly for probing the uncertainties
inherent in the first ingredient. We choose as test model
a standard PWR system due to the data availability of
most of its components. Even if the reactor design is
not strictly equal to the reactors placed in Taishan and
Yangjiang, the presented results are representative of
a light water reactor burnup cycle. In particular, the
main differences in the present work are a different 235U
assembly enrichment and a lower nominal power with
respect to the two Chinese plants. This work is meant
to show the methodological approach to reproduce the
antineutrino spectrum from a reactor model, highlight-
ing some features that can have an impact on it. Future
works will be devoted to have a high fidelity simulation
of both the plants involved in JUNO-TAO. Through
meticulous simulation of reactor neutronics and fuel
burnup, we attain a comprehensive understanding of
the production and decay processes of all contributing
nuclides that shape the ν̄e flux. In a second step we
couple reactor burnup simulations to an extensive ν̄e
spectral database to investigate the reactor-related un-
certainties affecting the non-oscillated reactor ν̄e spectra.

This aspect can be considered of extreme importance for
all reactor neutrino experiments since it gives the key
to reactor ν̄e flux control, allowing its real time spectral
reconstruction and providing a continuous monitoring
of the ν̄e flux variations.

This paper is organised as follows:

– in Sect. 2 we describe the methodology and the tools
that we use to perform our analysis;

– in Sect. 3 we perform a benchmark analysis with the
experimental data of a power reactor, to validate the
Monte Carlo simulations of fuel burnup at different
levels of approximation;

– in Sect. 4 we compare the fission fractions and the
non oscillated reactor ν̄e spectrum at different bur-
nup levels obtained with different approximations in
the reactor simulations;

– in Sect. 5, summary and future works are pointed
out.

2 Methodology and tools

During the operational phase of a Pressurized Water
Reactor (PWR), thermal power Wth is continuously
produced through fission reactions. In the fresh fuel,
usually made of uranium dioxide (UO2) enriched in
235U between 2 wt% and 5 wt%, only uranium isotopes
(235U and 238U) can be fissioned by neutrons. However,
as reactor operation proceeds in time, a series of neu-
tron capture reactions and radioactive decays leads to
accumulation of 239Pu and 241Pu, which are fissile by
thermal neutrons. The fission fragments are nuclei char-
acterized by an excess of neutrons, thus they undergo
a series of β− decays to reach nuclear stability. On av-
erage, about 6 ν̄e are emitted by β− decays after each
fission event. It is therefore possible to consider each
fissile element in the reactor as the parent of several
unstable fission products.

The resulting spectrum of ν̄e emitted per unit time
by a nuclear reactor S(Eν , t) can be quantified through
the following formula:

S(Eν , t) =
Wth(t)∑4
i=1 Eifi(t)

4∑
i=1

fi(t)Si(Eν , t), (2)

where i labels the main fissile nuclides in PWR reac-
tors (235U, 238U, 239Pu, 241Pu), Wth(t) is the reactor
thermal power, Ei is the average energy deposited in
the reactor per fission of the i-th nuclide, fi(t) are the
fission fractions (i.e. the ratio of the fission rate of the
i-th nuclide to the total fission rate). Finally, Si(Eν , t)

is the spectrum associated to the fission of the i-th nu-
clide estimated with the summation method, where the
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antineutrino spectra of the daughters of i are summed
together, each with a weight that reflects their decay
rate in the system. It is worth to highlight that the
time dependence in Si(Eν , t) will not be considered in
this work because of the equilibrium hypothesis (see
Sec. 2.2). This choice is made to underline the effects of
reactor parameters on the fission fractions, according to
the most used approach in the international community
adopting ab-initio scheme. Non-equilibrium studies will
be faced in future works.
Equation (2) highlights that the reactor ν̄e spectrum
depends on two sets of parameters: the first one, includ-
ing fi(t) and Wth(t), is related to reactor history, power
and fuel burnup. The second comprises the nuclear data
used to extract the different ν̄e spectra from the corre-
sponding β− decays. In the following subsections, we
describe the tools that we use to:

– calculate reactor-related parameters (2.1) using the
flexible Serpent (version 2.1.31) environment for fis-
sile system simulations;

– build the ν̄e spectra of the four actinides (2.2) adopt-
ing the summation method, with the recently devel-
oped BetaShape (version 2.3) code.

These tools will be subsequently coupled according to
the scheme reported in Fig. 1, to get the reactor ν̄e
spectrum.

2.1 The Serpent tool for reactor simulations

Neutron-matter interactions occurring within a fissile
system (i.e. a nuclear reactor) can be described by the
coupling of two equations:

– Steady State Boltzmann equation [17]: by knowing
the concentration of all nuclides in the system (nu-
clide field) N(r, t), this equation solves the criticality
problem in the state space s = (r,Ω, E, t) for the
angular neutron flux φ with a balance between the
neutrons produced by fission and the neutrons which
disappear by leakage or absorption:

L(N)φ(s)− 1

keff
F(N)φ(s) = 0, (3)

where L(N)φ(s) represents the migration and loss
of neutrons from s, F(N)φ(s) accounts for the neu-
tron production in s due to fission and keff is the
multiplication factor.

– Bateman equation [18]: it describes the time evolu-
tion of a nuclide field subjected to a neutron flux.
This equation (also called burnup equation) takes
into account both the fuel depletion and the trans-
mutation processes in the system. The Bateman

equation reads as an Ordinary Differential Equation
(ODE) system:

dN(r, t)

dt
=

[∫ ∞

0

ϕ(r, E, t)X(E, T ) dE + D
]
N(r, t),

(4)

where N(r, t) is the array of nuclide concentrations,
ϕ(r, E, t) =

∫
4π

φ(s) dΩ is the scalar neutron flux
at time t, X(E, T ) is the cross-section (dependent
on the neutron energy E and the local material
temperature T ) and fission yield matrix, and D is the
decay matrix, which accounts for the free radioactive
evolution.

Many codes are able to solve the neutron transport prob-
lem described by Eq. (3) using the Monte Carlo (MC)
method. Some MC codes, specialized for reactor simu-
lations, are supplemented by burnup sequence schemes
that allow to solve the coupled system described by
Eq. (3) and (4). The latter equation has a formal so-
lution only when the neutron flux is constant in time.
However, in reality, the neutron flux is a time-dependent
quantity because it varies depending on the nuclide field
distribution. In order for the analytical solution to be
used, the time frame is divided in intervals in which
the flux is treated as a time-constant variable. Several
methods are given in the literature for choosing the
constant value to be used within each interval [19].

The three-dimensional continuous-energy Monte Carlo
code Serpent [20] was chosen for this work. This analysis
tool, created by the Finnish research Centre VTT, is
capable of simulating the neutronics and fuel evolution
of nuclear reactors with a great level of detail, therefore
allowing to estimate the neutron flux and, subsequently,
derive the reactions rates. In particular, it is possible to
compute:

R =
1

V

∫
V

∫
4π

∫ Eg

Eg−1

h(r, E)ϕ(r, E) dr dΩ dE, (5)

where V and Eg−1, Eg are, respectively, the spatial and
energy domains in which the neutron flux is estimated,
while h(r, E) is a generic response function. The choice
of h allows different quantities to be estimated during
the neutron transport simulation. In the framework of
this work, the most used response functions are:

– h = 1 to estimate the volume averaged neutron flux;
– h = ni(r)σf,i(E, T ), where ni(r) is the atomic den-

sity of the i-th nuclide and σf,i(E, T ) its microscopic
fission cross section, to estimate the fission reaction
rates per unit volume;

– h =
∑4

k=1 nk(r)σf,k(E, T ) to get the total fission
reaction rate per unit volume.
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Fig. 1 Scheme for the calculation of the reactor antineutrino spectrum. Green box: starting from accessible plant information,
the Monte Carlo tool predicts the evolution of fission fractions. The importance of this methodology lies in the flexibility with
which input parameters can be varied to accommodate daily power profiles or different reactor designs. Red box: we exploit
spectra computed with the BetaShape tool along with the cumulative fission yields to evaluate the fissile spectra at equilibrium
with the summation method.

Within the reactor ν̄e analysis framework, the integra-
tion ranges to be used in Eq. (5) to get the fission
fractions fi are the whole energy spectrum and the
entire spatial domain:

fi =

∫
V

∫∞
0

ni(r)σf,i(E, T )ϕ(r, E)dr dE∑4
k=1

∫
V

∫∞
0

nk(r)σf,k(E, T )ϕ(r, E) drdE
, (6)

2.2 Antineutrino spectra production

As previously pointed out, each fissile nuclide i can be
associated with a corresponding ν̄e spectrum Si(Eν , t)

given by the decays of its fission products. The spectrum,
normalized, can be written as:

Si(Eν , t) =

∑Ni

j=1 Ai,j(t)Sj(Eν)∑Ni

j=1 Ai,j(t)
∫∞
0

Sj(Eν)dEν

, (7)

where Ai,j(t) is the activity of the nuclide j resulting
from the fission of the nuclide i, and Sj(Eν) is the ν̄e

spectrum associated to the decay of the fission product
j.

Even if it is possible to get Ai,j(t) from Serpent
simulations, in this work we decided to build the ν̄e
spectra at equilibrium (i.e. under the condition that the
production rate of a nuclide equals its disappearance),
thus removing the time dependence in Eq. (7). Since
transmutation processes due to neutron capture are
relevant only for radionuclides with β− Q-value below
the IBD energy threshold (1.8 MeV), we can neglect
their contribution assuming that, at equilibrium:

Ai,j ∝ yi,j , (8)

where yi,j is the cumulative fission yield (CFY), i.e. the
probability of production of nuclide j per each fission of i.
Moreover, it is worth noting that most part of β− decays
with Q-values higher than 1.8 MeV are characterized by
half-lives much shorter than the typical reactor steady-
state operation time, thus the equilibrium condition is
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quickly reached for most nuclides emitting ν̄e detectable
through the IBD reaction. The adoption of the equilib-
rium approximation greatly simplifies the computation
of Si(Eν), since the values of yi,j and their uncertainties
are tabulated in nuclear databases for fission induced by
thermal, and fast neutrons. The correlations affecting
the fission yield uncertainties are not included in this
analysis since a complete database is currently missing.

The other ingredients needed to build the ν̄e spec-
trum associated to the i-th nuclide are the ν̄e spectra
emitted by its fission products. For this purpose, we
decided to exploit the BetaShape code, developed at
the Laboratoire National Henri Bequerel (LNHB). This
code has been developed to improve the accuracy in
the analytical calculations of beta spectra. BetaShape
takes as input the Evaluated Nuclear Structure Data
Files (ENSDF) published in various nuclear databases
and provides as outputs the electron and ν̄e spectra of
any β− transitions. More details on the assumptions
and approximations adopted in BetaShape can be found
in [21].

3 Validation of reactor simulations

In order to validate the Monte Carlo simulations that
we use to compute the fission fractions, we performed
a benchmark analysis of simulation results with avail-
able experimental measurements. Since direct fission
fractions measurements are not possible from an oper-
ational point of view, we adopt an indirect approach,
validating our burnup simulations with published mea-
surements of nuclide concentrations in the spent fuel of
a PWR reactor. Indeed, as shown in Eq. 6, the fission
fraction fi(t) depends on the concentrations nk(r) of
the four fissile nuclides. If we neglect the uncertainties
related to the microscopic cross section (which will be
addressed in future analyses), it is possible to conclude
that the accuracy in the estimation of the fission frac-
tions can be traced back to the ability to reproduce
the nuclide field (or the neutron flux, since these two
parameters are connected by the burnup scheme).

During the past decades, experimental campaigns
have been carried out in order to obtain nuclide con-
centration data of irradiated fuels, through destructive
radiochemical techniques [22]. These measurements are
considered internationally established and a recognised
benchmark. In this work, we use the Takahama-3 data-
set as a test case, comparing the concentrations of the
four fissile nuclides sampled in two spent fuel rods with
the predictions of our Serpent MC simulations. Among
the various references in the literature, the Takahama-3
reactor has features very similar, in terms of neutron
energy spectrum and fuel type, to those of the reactors

that will be used by JUNO and TAO. Moreover, its
fuel assemblies reached a high level of burnup, thereby
allowing for having a larger isotopic inventory, useful for
a time-resilient validation of the simulation outcomes.

Fig. 2 Top view of Takahama-3 fuel assembly design. The
yellow circle indicates the position of SF95, the pink one shows
the SF96 position, whereas the light green is representative of
the SF97 location. The red color is used for the other standard
fuel pins, whereas dark green is used for the Gd-loaded ones.
Finally, blue represents water.

The Takahama-3 is a PWR operated by the Kansai
Electric Power Company in Japan since 1984 [23]. This
reactor is characterized by a nominal thermal power of
2652 MW. Its core comprises 157 fuel assemblies, each of
which contains a lattice structure of 17×17 rod bundle.
Each rod has a radius of ∼ 0.4 cm, while the side of the
squared lattice is 21.4 cm and the assembly total height
is about 4 m with ∼ 3.64 m of active length. Each fuel
assembly contains 250 pins with standard fuel (i.e. UO2

with an enrichment of 235U/U = 4.11 wt%), 14 fuel pins
with gadolinium as a burnable absorber (235U/U = 2.63
wt% and a poison ratio of Gd2O3/Fuel = 6.0 wt%), and
25 guide tubes filled with water in correspondence to the
control rod positions. In particular, spent nuclear fuel
analyses were performed on three fuel rods, named SF95,
SF96 and SF97, respectively belonging to the NT3G23
assembly (the first two) and to the NT3G24 assembly
(the third one). SF95 and SF97 are standard fuel pins,
whereas SF96 is a Gd-loaded fuel pin. These rods were
irradiated in the core for a certain (documented) time;
then, after the extraction, five or six samples were drilled
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out of them at different axial locations and analyzed
with Isotope Diluted Mass Spectrometry (IDMS) to
measure the concentration of uranium and plutonium
isotopes. For this analysis, we chose to focus only on
the four actinides that build up the fission fractions,
since they are the most relevant isotopes in the reactor
antineutrino framework. Moreover, since the Gd-loaded
fuel exhibit a complex evolution due to a non-uniform
depletion in the radial direction [24], and given that the
available data refer exclusively to the axial direction,
we decided to discuss only the data linked to SF95 and
SF97 standard fuel pins, even if we aknowledge that it is
an important point to be addressed for EPR and CPR
reactors, which include Gd-fuel.

In Fig. 2 we show the position of the rods SF95,
SF96 and SF97 in their assemblies and in Table 1 we
summarize the available information about the posi-
tion and the local burnup (estimated through the 148Nd
method [25, 26]) of the samples taken from the rods la-
belled with a progressive number from highest to lowest
position.

3.1 Geometry and materials implementation

In order to simulate the fuel evolution in the SF95 and
SF97 pins of the Takahama reactor, we implemented
the geometry and the materials of the whole assembly
in Serpent, taking as reference the first table in [27].
Fig. 2 shows the assembly section in the xy plane of
the simulated geometry. At the boundaries of the x and
y directions, we apply reflective conditions to simulate
the presence of the surrounding fuel assemblies. In the z
direction, the geometry extends for 4.46 m, including the
caps of the fuel cladding and a 20 cm thick water layer
at top and bottom, to take into account the reflection
of neutrons by water, then, black boundary condition
applies. Having the reflective boundary conditions in
the x-y dimensions, this makes the assembly to burn as
it was placed in the centre of the reactor core. During
real cycle operations, assemblies are moved within the
core structure when new fuel is added. Since no actual
core position information were given, we acknowledge
this extra uncertainty during the analysis. To define
the materials in Serpent simulation, we used the cross
sections of the ENDF/B-VII.1 [28] nuclear library.

3.2 Power normalization

In this work we simulate with a good level of approx-
imation the irradiation history of the two Takahama
assemblies, considering both the different power levels

during the reactor operation cycles1 and the cooling
periods. The technical report cited above ([27]) provides
the power density values at the sampling points as a
function of time since reactor start-up (approximately,
monthly data). The unit used to express power density
is kW/g(U), i.e. kW divided by the mass of Uranium
initially loaded in the sampled volume. From these reac-
tor operation data, it is possible to estimate the average
power density for every pin in each depletion cycle, so
as to set the correct input power values (used to nor-
malize the neutron fluxes and the reaction rates) in the
Serpent simulations. In particular, the following steps
were performed:

– an effective local power value was calculated for each
sampling point as the average value of the powers in
the pin over the time intervals when the reactor was
at full power;

– after extracting the time-weighted axial power profile
for the SF95 and SF97 pins, the integral mean value
of the power was calculated to get the effective power
density for the normalization.

In Table 2 we report the dates and the time intervals in
which the assemblies were in operation or in a cooling
phase. Fuel assembly NT3G23 (and thus the fuel pin
SF95) was irradiated for two cycles, whereas the assem-
bly NT3G24 (and thus the fuel pin SF97) was irradiated
for three cycles, reaching a higher burnup level than the
previous one. Finally, Table 3 lists the average specific
power used for the pins in the cycles.

3.3 Burnup simulation

The assemblies were simulated during the depletion cy-
cle, starting from the fresh fuel configuration, with the
purpose of studying the spatial and energy distributions
of neutron fluxes. In Fig. 3, we show the axial profile
of the neutron flux intensity at several depletion steps,
obtained by integrating on the full energy domain in
Eq. (5) and a spatial mesh with 100 equal subdivisions
from z = −182.4 cm to z = 182.4 cm, corresponding to
the volume occupied by the fuel inside the pin. When
the fuel is fresh, the neutron flux is spatially distributed
with a bell shape, having the effect of burning the 235U
atoms faster in the central part of the rod. As a conse-
quence, as the fuel depletion proceeds, the axial profile
becomes more flat, progressively equalizing the nuclide
concentrations along the z axis.

In Fig. 4, we show the neutron energy distribution at
several depletion steps, obtained by setting the spatial
1Each cycle usually has a duration of ∼ 12− 18 months, after
which each assembly can either be removed from the core or
moved into another core location.
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Assembly Sample
ID

Axial posi-
tion (cm)

Burnup
(MWd/kg)

235U
(g/tonU)

238U
(g/tonU)

239Pu
(g/tonU)

241Pu
(g/tonU)

NT3G23

SF95-1 4.2 14.30 2.674×104 9.499×105 4.227×103 3.69×102

SF95-2 20.2 24.35 1.927×104 9.424×105 5.655×103 9.578×102

SF95-3 72.2 35.52 1.326×104 9.338×105 6.194×103 1.486×103

SF95-4 200.2 36.69 1.23×104 9.335×105 6.005×103 1.466×103

SF95-5 340.2 30.40 1.544×104 9.388×105 5.635×103 1.153×103

NT3G24

SF97-1 0.40 17.69 2.347×104 9.493×105 3.844×103 4.237×102

SF97-2 19.1 30.73 1.571×104 9.377×105 5.928×103 1.235×103

SF97-3 46.8 42.16 1.030×104 9.282×105 6.217×103 1.689×103

SF97-4 168 47.03 8.179×103 9.246×105 6.037×103 1.77×103

SF97-5 276.7 47.25 7.932×103 9.247×105 5.976×103 1.754×103

SF97-6 339.7 40.79 1.016×104 9.310×105 5.677×103 1.494×103

Table 1 Data of axial positions and local burnup of the samples drilled from the SF95 and SF97 pins. The axial locations
have to be intended as the distance from the top of the fuel, as reported in the original documentation. The local burnup was
evaluated with the 148Nd technique, which brings a ±3% uncertainty. Finally we report the measured concentrations for 235U,
238U, 239Pu and 241Pu in units of grams per uranium tons in the fresh fuel. Data from [27].

Start Stop Cycle State Time interval (d) Rods

26/01/1990 15/02/1991 5 On 385 SF95, SF96, SF97

15/02/1991 14/05/1991 Cool 88 SF95, SF96, SF97

14/05/1991 19/06/1992 6 On 402 SF95, SF96, SF97

19/06/1992 20/08/1992 Cool 62 SF97

20/08/1992 30/09/1993 7 On 406 SF97

Table 2 Irradiation history of Takahama-3 experiment. Data taken from [27].

SF95 SF97

Cycle 5 0.04576 0.037147

Cycle 6 0.04013 0.039128

Cycle 7 - 0.034402

Table 3 Average power densities used to normalize the Ser-
pent simulations of the Takahama-3 fuel burnup. Entries are
in kW/gU of initially loaded uranium.

domain in Eq. (5) equal to the entire fuel volume and
by dividing the energy range into 500 bins from E =

0.001 eV to E = 20 MeV (with the same width in
logarithmic scale2). In light water reactors, the energy
region within 10−8 MeV and 10−6 MeV (also called,
thermal energy region) plays a crucial role, since the
fission interactions are more probable within this range.
Depletion as well other design parameters, modify the
evolution of the thermal region, having an impact on the

2This subdivision of the energy bins is also called lethargic
scale.
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Fig. 3 Axial neutron flux of SF95 rod at several depletion
steps, from the start of the cycle up to 800 days. Flux be-
haviour reflects the fuel evolution, progressively decreasing
the number of neutrons in the central regions due to burnup.
The zero of the axial position coincide with the top of the rod,
accordingly to the Takahama report.

reactor performances as well as on the fission fraction
evaluation.
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Fig. 4 Energy distribution of neutrons within the SF95 fuel
per unit lethargy. Fluence is represented for several depletion
steps, from the start of the cycle up to 800 days. Flux be-
haviour within 10−8 MeV and 10−6 MeV is very important in
light water reactors, being the region with the highest fission
probability from fissile isotopes.

In order to map the evolution of nuclide concentra-
tions along the axial direction and compare them with
the experimental data, we divided the fuel pins into 30
burnup zones along the z axis. This means that in each
volume the fuel burnup is computed starting from the
neutron flux evaluated in it.

As introduced in Section 2.1, a burnup simulation
implies the coupling of two equations. The first one is
the Boltzmann equation, which determines the neutron
flux by knowing the material composition of the system
(i.e., the isotopic concentrations) and is solved using the
Monte Carlo routine. The second one is the Bateman
equation, solved through a direct numerical method,
which provides the time evolution of the materials in
the system when the flux distribution at an initial time
is known. These two equations are solved alternately
during the depletion chain accordingly to a burnup
scheme. The time discretization choice (i.e., how many
times to solve the Boltzmann equation) is nontrivial. In
this work we divided the time frame into two parts:

– in correspondence with the startup at time t0, we set
5 time steps in an irregular, ascendant order between
t0 and t0+2 d, namely: t0, t0+0.1, t0+0.2, t0+0.5,
t0 + 1 and t0 + 2. In this way we take into account
the buildup of those fission products that have a
large absorption cross section (the so called poisons,
e.g. the 135Xe);

– from t0 + 2 d up to the shutdown time td, we use a
uniform time step length of ∆t = 50 d.

We run Serpent simulations using an implicit scheme
(Stochastic Implicit Euler, SIE) in order to avoid spatial
instabilities that occur in 3D burnup calculations [19].
This method, in a similar way to all implicit schemes,

solves the differential equation adopting the (unknown)
end of step (EOS) flux value. At the beginning of each
burnup step, a predictor passage of Forward Euler is ap-
plied. Then, several corrector iterations take place. Each
iteration adopts the EOS flux from the previous correc-
tor step. After repeating this procedure a fixed number
of times, the final estimation of the nuclide density is
obtained with the average of the corrector fluxes. More
details about the SIE method can be found in [29, 30]).
The adopted statistic for each case is 160 active cycles
+ 100 inactive cycles in the predictor step, with 6×105

neutrons/cycle and 16 substeps for the implicit scheme.

3.4 Temperature treatment

In order to estimate the effect of the temperature field
treatment characterizing the fuel assembly, we imple-
mented two different approaches:

(i) the same temperature Tc,f = 900 K is applied to all 30
zones3 and water is set at Tc,w = 575 K everywhere,
with the correspondent density evaluated at p =
155.132 bar of ρc,w = 0.7227 g/cm3. Average value
data are applied coherently with the experiment
report [27].

(ii) the 30 burnup zones are grouped into 15 sub-zones,
applying an axial dependent value for both the fuel
temperature as well as the coolant temperature (and,
consequently, density). Indeed, the coolant density
value is evaluated from the combined knowledge
of temperature/pressure with the pyXSteam [31]
library for Python. The coolant profile is chosen ac-
cordingly with the shape reported in the original
report [27], constraining the inlet/outlet tempera-
ture to Tin = 557 K and Tout = 594 K. The fuel
temperature profile is intended to reflect a realistic
distribution, superimposing to the coolant tempera-
ture, a cosine-shaped curve, as reported in literature
[32], constraining the average value to be equal to
900 K. Analytical expressions for coolant and tem-
perature axial distributions are reported in Eq. (9)

Tc(z) = Tin + c1 (1 + sin(c2z + c3)) (9)
Tf (z) = Tc(z) + d1 cos(d2z + d3)

The parameters {c1, c2, c3, d1, d2, d3} are evaluated
constraining inlet/outlet for coolant and average
value for fuel. The analytical expressions along with
the sub-zones averaged values adopted in the Serpent
simulation are represented in Figure 5.

3The 30 zone divisions apply for all the fuel pins in the assem-
bly.
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Fig. 5 Description of the temperature and density profiles for the fuel and coolant along the z axis: solid horizontal lines are
the values applied to the simulated Serpent regions, while the dashed lines are the continuous values based on design parameters.
The zero of the axial position coincide with the top of the rod, accordingly to the Takahama report.

3.5 Boron treatment

In order to maintain constant power over time, a nuclear
plant needs to be in a critical condition, keeping the
multiplication factor keff equal to 1. To achieve this goal,
in light water reactors, a certain amount of boric acid is
dissolved into the coolant, such that the neutron balance
is modified, increasing the absorption interactions on
boron isotopes, and maintaining a balance within the
neutron population. The amount of boron dissolved
in the system is continuously adjusted over time, due
to the combined effect of Gadolinium depletion and
fuel burning. The amount of dissolved boric acid is
defined by the boron letdown curve. From a physical
point of view, boron dissolved in the coolant changes
the spectrum thermal region, since its absorption cross
section is higher in the thermal region. In this work, two
scenarios were considered:

(i) Automatic boron treatment : the MC code Serpent
has a built-in feature to evaluate the critical boron
density at each depletion step such that the keff =
1. This feature adds a number of inactive cycles,
launched prior to the depletion step, where the criti-
cal boron density is evaluated based on the present
inventory. Then, the SIE step is performed fixing
that amount of boron in the system;

(ii) Average boron treatment : the burnup calculation is
carried out with a constant boron value, that we set
equal to the mean value of the boron letdown curve
discussed at the previous point.

Both approaches can be seen in Fig. 6, in which the
amount of critical boron calculated by Serpent and its
average (top panel, blue line and orange dashed line) to
maintain the system’s reactivity equal to zero (bottom
panel) is shown. Since we are simulating a single fuel
assembly in an infinite lattice, starting from fresh fuel
and without control rod insertion, we obtain a higher
value of critical boron concentration with respect to
the literature value ([27]). This analysis is able to check
the difference among the results when using different
boron treatments (constant boron vs variable boron).
For sake of completeness, it is worth mentioning that
an additional scenario is considered to complete the
analysis, namely the burnup cycle with the imposition
of the boron values reported in original report [27]. Even
though we acknowledge that this is theoretically the
best approach for boron treatment, it is important to
highlight that in current reactor operations, the boron
value is not a priori known.

3.6 Simulated scenarios

Fig. 7 shows a schematic of the five simulated models,
combining the temperature and boron treatments. The
first three cases (A,B,C) are set in a constant boron
environment. In particular,

– the first case study (A) is not used for the purpose
of the experimental benchmark due to the lack of
spatial meshing, but is intended to investigate the
role of spatial discretization in the computation of
fission fractions;
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– case (B) exploits a uniform temperature/density
treatment, while case (C) imposes the spatially de-
pendent properties;

– cases (D) and (E) keep the same features of tem-
perature treatment of (B) and (C) but with the
automatic boron strategy.

The additional boron scenario mentioned in Section 3.5,
only considered for validation purposes, adopts a uni-
form temperature profile and it will be labelled as
(Ref). Temperature and density values applied to this
schematic representation, are found in Fig. 5.

3.7 Results

This section shows the results of the validation between
the Serpent model and the experimental data of the
SF95 rod, for all the cases shown in Fig. 7. The purpose
is to identify the modelling differences of a simulation
by comparing it with the experimental data to quan-
tify their importance in each case. The SF97 rod was
compared with the simplest case (B), having the main
purpose of testing the reliability of the model in the
presence of an additional fuel cycle. Due to the minor
importance for the purpose of this paper, the results of
the SF97 rod are shown in Appendix A.

The top panels of Figures 8 show the comparison
between the measured axial concentration of the four
fissile nuclides against the Serpent predictions. In the
bottom panels we show the Calculated-to-Experimental
(C/E ) ratios, i.e. the ratios between the nuclide con-
centrations predicted by Serpent simulations and those
measured experimentally. The closer the C/E ratios
are to 1, the more accurate the prediction of nuclide
concentration is. In these plots we also compare the

simulation results obtained with the four models for
the temperature/boron field: (B), (C), (D), (E). As for
the Uranium isotopes, both 235U and 238U appear to be
almost insensitive to all setups: the former is reproduced
with an average discrepancy from the experimental data
of ∼ 12%, while the latter remains below the 0.3%. The
239Pu turns out to be particularly sensitive to all the
effects studied: in the spatial trend of this isotope, it is
possible to identify and separate all the simulated case
histories. In particular, the effect of constant boron vs.
automatic boron turns out to be the predominant one:
(D) and (E) results are lower (up to 10%) compared
to their constant boron counterparts. The temperature
approach, on the other hand, has a secondary effect of
tilting the axial concentration, increasing it in the higher
temperature zone. The effects are most visible on this
isotope probably due to the fact that 239Pu is generated
during burning, so its entire evolution is dependent on
the boundary conditions used. The best case scenario
is achieved with Simulation (E), which is able to catch
the experimental data trend, with the lowest shift from
them. The 241Pu shows similar trends to 239Pu, but less
pronounced, and is better predicted.

In principle, the uncertainty to be associated to C/E
ratios is given by the propagation of both experimental
and simulation uncertainties. The uncertainties reported
in literature associated to the IDMS measurements are
< 0.1% for 235U and 238U, and < 0.3% for 239Pu and
241Pu. On the other hand, the uncertainty related to
the simulation is not a trivial quantity to retrieve for
what concern the results of the depletion scheme. The
Serpent code is not able to directly estimate the error
associated to the concentrations (C ) coming from the so-
lution of the Bateman equation, due to its deterministic
formulation. For sake of simplicity, only average values
of concentrations are considered, without a correlated
uncertainty.

It is worth mentioning that the data in the top
locations (SF95-1, SF97-1 and SF97-2) show a worse
agreement with the simulation results probably because
these samplings were made close to the upper end of
the fuel pin. In fact, the estimated uncertainty in the
sampling position is declared < 2 cm [33]. This is a
negligible error in the central pin zone, where the flux
profile becomes flat as the depletion goes on. On the
contrary, at the pin edges where the neutron flux has a
significant gradient, a 2 cm shift can introduce a non-
negligible systematic error. Moreover, the neutronics at
the axial edges depends on the back-scattering capability
of the reflector. Unfortunately, the Takahama-3 reactor
design data for reflector and cladding cap length and
composition are not detailed in the technical reports.
Their dimensions and compositions were hypothesised
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Fig. 7 Geometries adopted for the description of fuel rods in the Takahama-3 reactor and for the simulation setups. (A) 1
burnup zone at constant temperature for fuel/coolant, in a constant boron environment; (B) 30 axial burnup zones at constant
temperature for fuel/coolant in a constant boron environment; (C) 30 axial burnup zones with 15 temperatures for fuel/coolant
in a constant boron environment; (D) 30 axial burnup zones at constant temperature for fuel/coolant in a variable boron
environment; (E) 30 axial burnup zones with 15 temperatures for fuel/coolant in a variable boron environment; values for
temperature in cases (C) and (E) is represented in Figure 5, and analytical expressions are found in Equation (9) . Constant
boron values adopted for cases (A), (B) and (C) are evaluated as the integral mean from the boron letdown curve from cases
(C) and (E). For consistency with respect to the experimental report the z-axis starts from the top of the fuel active region in
the downward direction.

according to [33], thus we simulated 2 cm of zircaloy-4
for cladding caps and a 20 cm layer of water.

For this reason, the following data analysis does not
take into account the sampling performed in SF95-1,
SF97-1 and SF97-2. Table 4 reports the average C/E
for the considered samples (SF95 2-5). In Appendix A,
the results for SF97 is reported for the samples SF97
3-6 in Table 6. A very good agreement is found for 238U
whose concentration remains very similar to the fresh
fuel value, with C/E falling within ±0.5%. The other
three fissile isotopes (235U, 239Pu, and 241Pu) exhibit
differences depending on the sample site and the simula-
tion case. However, an overall better agreement is found
for the (E) case, exhibiting the best C/E for almost all
sampling sites. By comparing the simulations performed
with the two models of the temperature field (uniform
vs axial profile), we observe local effects increasing or
decreasing the nuclide concentrations up to 0.7%. Thus,
the temperature field has a relatively small impact if
compared with the systematic differences between ex-
perimental data and simulations. From the other side,
the boron strategy is responsible for an higher difference,
increasing the prediction performances up to 10% for
the 239Pu. In these tables we also report, for comparison,

the results published in literature obtained with other
simulation tools (evaluating the average C/E avoiding
the values at the rod extremes), namely: SWAT and
ORIGEN 2 [22], SCALE 5.1 [34] and SCALE 4.4 and HE-
LIOS [27]. A similar analysis was previously conducted
by [35], comparing a deterministic code (DRAGON)
and a Monte Carlo (MURE). The results obtained in
this work with Serpent simulations are characterized by
similar C/E values when compared with those obtained
in other analyses. For what concerns the excluded data
(i.e. SF95-1, and SF97 1-2), results from literature agree
with our analysis, with differences with respect to unity
up to 35%.

4 Fission fractions and ν̄e spectra results

In the framework of reactor ν̄e spectrum prediction, the
estimation of the fission fractions of fissile nuclides is
more relevant than their concentrations. In this section,
first we present the time evolution of fission fractions ob-
tained with different levels of approximation (Sect. 4.1).
Then, we show the non-oscillated ν̄e spectrum, at differ-
ent fission fractions values (Sect. 4.2).
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4.1 Fission Fractions

Among the possible combinations of cases simulated
according to the scheme in Fig. 7, we want to give im-
portance to the principal effect, which was also shown in
the validation reported in the previous section, namely,
the choice of the boron strategy. Figure 9 shows the
trend of fission fractions in the standard fuel in the
case with uniform temperature and constant boron (B)
versus uniform temperature and automatic boron (D),

with their relative difference. With fresh fuel, the con-
tribution to the fission events comes from 235U (∼ 94%)
and 238U (∼ 6%). As the fuel depletion proceeds, two
major effects can be appreciated: 235U is consumed and
Pu nuclides are produced from 238U neutron captures.
Therefore, with the increase in the burnup level, the
relative importance to the total fission events of 235U
decreases, while the 239Pu and 241Pu contribution in-
creases. The different background colors represent the
two simulated cycles, each characterized by a different
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Rod Code 235U 238U 239Pu 241Pu

SF95

Serpent (B) 1.124 1.002 1.164 1.058

Serpent (C) 1.120 1.001 1.175 1.07

Serpent (D) 1.110 1.003 1.081 0.991

Serpent (E) 1.111 1.002 1.087 0.997

Serpent (Ref) 1.083 1.003 1.042 0.955

SWAT 1.015 1.0 1.009 0.959

ORIGEN 2.1 1.016 1.0 1.008 0.976

HELIOS 1.008 1.0 1.026 1.01

SCALE 4.4 0.985 1.0 0.976 0.95

SCALE 5.1 1.028 1.002 1.097 1.017

Table 4 Average Serpent C/E for chosen samples (SF95 2-5)
in the selected cases B, C, D, E and Ref, compared with the
literature results obtained with different simulation codes.

nominal power. For the presented case, the (B)-(D) com-
parison shows a clear dependence on the burnup level:
the relative difference between the fraction increases as
a function of the burnup level. In particular, the frac-
tion of the 238U is the one most sensible to the boron
treatment. To explain this phenomenon, we should look
at what happens in the thermal region of the neutron
spectrum in the different cases: as depicted in Fig. 10,
the change in the boron level consist in a very large
modification of the Maxwellian peak: when the boron
concentrarion is lower, the peak is higher and viceversa.
This fact influences how many fissions occur in fissile
isotopes (235U, 239Pu or 241Pu) and how many in the
fissionable (238U).

Table 5 report the cycle-averaged fission fractions for
all the presented scenarios, for both cycle 5 and cycle
6. Again, the highest differences can be appreciated
comparing automatic boron cases against constant boron
cases. Here, is reported the relative difference in the (B)-
(D) comparison for both cycles:

– (235U) −0.5% for cycle 5 and +2.0% for cycle 6;
– (238U) +3.5% for cycle 5 and −5.4% for cycle 6;
– (239Pu) +0.5% for cycle 5 and −1.5% for cycle 6;
– (241Pu) +0.2% for cycle 5 and −1.1% for cycle 6.

Another interesting difference can be appreciated
comparing the cycle averaged fractions of case (A) against
the others: the effect of the number of burnup zones
is much more pronounced in the first cycle with re-
spect to the second. The precise comparison of the other
cases (temperature effect, mesh effect) will be faced in
Appendix B. For what concern the boron simulation
strategy, we can state that its modelling in MC simu-
lations has a non-negligible effect in the estimation of

fission fractions, especially the 238U one, where a non
correct approach may lead to a fission fraction overesti-
mation/underestimation, depending on the cycle.

Case 235U 238U 239Pu 241Pu

Cycle 5

(A) 0.734 0.068 0.185 0.012
(B) 0.724 0.069 0.193 0.014
(C) 0.725 0.069 0.192 0.014
(D) 0.721 0.071 0.194 0.014
(E) 0.720 0.072 0.194 0.014

Cycle 6

(A) 0.502 0.078 0.359 0.061
(B) 0.502 0.078 0.358 0.062
(C) 0.500 0.079 0.359 0.062
(D) 0.512 0.074 0.352 0.061
(E) 0.510 0.075 0.354 0.061

Table 5 Cycle-averaged fission fraction for the simulated
scenarios.

4.2 Non oscillated ν̄e spectra results

We finally present the equilibrium ν̄e spectra obtained
through the summation method by combining the cu-
mulative fission yield (CFY) data published in the Live
Chart of Nuclides by IAEA [36] and the ν̄e spectra of
468 β− decays obtained through BetaShape by setting
an energy binning of 1 keV. We use thermal CFY for
235U, 239Pu and 241Pu, which are mostly fissioned by
thermal neutrons, and fast CFY for 238U which can be
fissioned with not negligible probability by fast neutrons
only. Then, the total reactor ν̄e spectrum (Equation
(2)) is evaluated with the fission fractions estimated
with Serpent simulations. Since the reactor ν̄e will be
detected through the IBD reaction, we multiply the ν̄e
spectra by the IBD cross section [37] so as to obtain
the shape of the detectable non oscillated spectrum. We
want to highlight that this analysis is meant to compare
the propagation of the reactor model differences on the
reactor antineutrino spectrum. Other reactor antineu-
trino calculation methods as well as comparison with
experimental data is out of the scope of the analysis
and will be presented in future works.

In Fig. 11, we show the ν̄e spectra obtained by using
the cycle-averaged fission fractions estimated by Serpent
for the Takahama-3 assembly, highlighting the differ-
ences between the emission spectrum during the first
cycle and the second one. As shown in the top pad, the
ν̄e flux intensity decreases with time. This is because the
average number of ν̄e emitted after 239Pu fission is lower
with respect to that of 235U. The depicted error band for
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each spectrum propagates the uncertainties of the fol-
lowing variables, namely Q-values, branching ratios and
fission yields. For sake of simplicity, the uncertainties
are treated as independent. The bottom pad shows the
relative difference calculated with respect to the fresh
fuel ν̄e flux is of the order of -5% around the maximum
of the spectrum at 4 MeV, and is up to ∼ −10% in the
high energy range. This result reflects the extreme case
where the reactor starts from the fresh condition, with-
out any refuelling strategy: in a more realistic scenario,
this effects is averaged out considering fuel at different
depletion stages. Nevertheless, in the framework of the
JUNO experiment, it will be very important to correctly
sum up the non-oscillated spectra taking into account
the fission fraction evolution of each of the eight reactors
during the data taking.

Finally, in Fig. 12 we show the impact of the different
simulated scenarios discussed in Sect. 4.1 on the non os-
cillated ν̄e spectrum. In particular, the spectra shown in
the top pad were computed by using the cycle-averaged
fission fractions for the second cycle, obtained from the

simulations (A), (B), (C), (D) and (E). In this case, the
differences are much less pronounced, remaining below
0.2% up to 7 MeV and in any case below 2% at higher
energies. This can be addressed to the fact that the
major differences are related to the 238U fraction, which
has a minor impact on the overall system.

5 Conclusions

In this paper we presented a methodology for the predic-
tion of the non-oscillated reactor ν̄e spectrum. This is
intended to serve the scientific community in future re-
actor ν̄e experimental campaigns (e.g., JUNO and TAO)
that will analyze the mass ordering problem with an
unprecedented level of precision. We coupled the Monte
Carlo code Serpent along with the ν̄e spectrum calcula-
tion software BetaShape. The Serpent simulations allow
the calculation of fission fraction evolution over time,
leveraging data encompassing reactor geometry, power
history, and fresh fuel inventory. Subsequently, by in-
tegrating BetaShape alongside nuclear databases, we
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construct the antineutrino spectra emanating from the
four primary fissile isotopes with the summation method
– 235U, 238U, 239Pu, 241Pu – thereby enabling predictions
of the total reactor antineutrino spectra across various
burnup levels.
In this paper we focused our analysis on the fuel burnup,
aiming at exploring the accuracy in the evaluation of fis-
sion fractions through MC simulations. For this purpose,
we used the spent fuel concentrations of the Takahama-3
PWR as experimental benchmark for the Serpent sim-
ulations. We found that Serpent simulation run with
either uniform temperatures in the fuel/moderator or
imposing different temperature zones, are both in a rea-
sonably good agreement with the experimental data.
Importantly, our simulations highlight that the temper-
ature field introduces minor discrepancies both in the
fuel depletion calculations as well as when considering
the fission fractions. We also focused on the boron strat-
egy, comparing the usage of an automatic critical boron
calculator and the approach with an constant boron
density. When the automatic critical boron is present,
the thermal neutron flux is highly influenced by this
field, leading to a not-negligible difference in the con-
centration estimation (C/E improved by 10%) as well
as in the fission fraction evaluation (relative difference
up to 5% ).

Looking ahead, our future plans encompass harness-
ing this analytical tool to further investigate additional
sources of systematic uncertainty (such as cross-section
or fission yield data uncertainties) and their subsequent
impact on the antineutrino spectrum. Future develop-
ments will be devoted to relax the equilibrium hypothesis
on the fission products, highlighting the importance that
this amount of nuclide have on the spectrum. Also, a
more detailed analysis of the reactor configuration of the
Taishan and Yangjiang plant will be addressed, along
with the comparison with other available experimental
spectra from near-detector experiments.

6 Data availability

The authors confirm that the data supporting the find-
ings of this study are available within the article.

References

1. JUNO collaboration, Journal of Physics G: Nu-
clear and Particle Physics 43(3), 030401 (2016).
doi:10.1088/0954-3899/43/3/030401

2. J. collaboration, Prog. Part. Nucl. Phys. 123,
103927 (2022). doi:10.1016/j.ppnp.2021.103927

https://doi.org/10.1088/0954-3899/43/3/030401
https://doi.org/10.1016/j.ppnp.2021.103927


16

1 2 3 4 5 6 7 8 9 100.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

S
IB

D
×

10
43

(c
m

2 /f
iss

io
n/

ke
V)

  First cycle Second cycle

1 2 3 4 5 6 7 8 9 10
Energy (MeV)

12.5

10.0

7.5

5.0

2.5

0.0

Re
l. 

di
ffe

re
nc

e 
(%

)

Fig. 11 Top: ν̄e spectra multiplied by the IBD cross section computed with the fission fractions corresponding to the cycle
averages value in the simulation (B). Bottom: Relative differences of the two spectra.

3. JUNO collaboration. TAO conceptual design report:
A precision measurement of the reactor antineutrino
spectrum with sub-percent energy resolution (2020).
doi:https://doi.org/10.48550/arXiv.2005.08745

4. P. Huber, Phys. Rev. C 84, 024617 (2011).
doi:10.1103/PhysRevC.84.024617

5. T.A. Mueller, et al., Physical Review C 83(5) (2011).
doi:10.1103/physrevc.83.054615

6. M. Fallot, et al., Physical Review Letters 109(20)
(2012). doi:10.1103/physrevlett.109.202504

7. M. Estienne, et al., Phys. Rev. Lett. 123(2), 022502
(2019). doi:10.1103/PhysRevLett.123.022502

8. A.C. Hayes, P. Vogel, Annual Review of Nu-
clear and Particle Science 66(1), 219–244 (2016).
doi:10.1146/annurev-nucl-102115-044826

9. C. Zhang, X. Qian, M. Fallot, Progress in Par-
ticle and Nuclear Physics 136, 104106 (2024).

doi:https://doi.org/10.1016/j.ppnp.2024.104106.
URL https://www.sciencedirect.com/
science/article/pii/S0146641024000103

10. F.P. An, et al., Phys. Rev. Lett. 130(21), 211801
(2023). doi:10.1103/PhysRevLett.130.211801

11. H. de Kerret, et al., Nature Phys. 16(5), 558 (2020).
doi:10.1038/s41567-020-0831-y

12. J.H. Choi, et al., Phys. Rev. Lett. 116(21), 211801
(2016). doi:10.1103/PhysRevLett.116.211801

13. H. Almazán, L. Bernard, A. Blanchet, A. Bon-
homme, C. Buck, A. Chalil, P. Sanchez, I. El Atmani,
L. Labit, J. Lamblin, A. Letourneau, D. Lhuillier,
M. Licciardi, M. Lindner, T. Materna, H. Pessard,
J.S. Ricol, C. Roca, R. Rogly, M. Vialat, Nature
613, 257 (2023). doi:10.1038/s41586-022-05568-2

14. Y. Ko, B. Kim, J. Kim, B. Han, C. Jang, E. Jeon,
K. Joo, H. Kim, H. Kim, Y. Kim, J. Lee, J. Lee,

https://doi.org/https://doi.org/10.48550/arXiv.2005.08745
https://doi.org/10.1103/PhysRevC.84.024617
https://doi.org/10.1103/physrevc.83.054615
https://doi.org/10.1103/physrevlett.109.202504
https://doi.org/10.1103/PhysRevLett.123.022502
https://doi.org/10.1146/annurev-nucl-102115-044826
https://doi.org/https://doi.org/10.1016/j.ppnp.2024.104106
https://www.sciencedirect.com/science/article/pii/S0146641024000103
https://www.sciencedirect.com/science/article/pii/S0146641024000103
https://doi.org/10.1103/PhysRevLett.130.211801
https://doi.org/10.1038/s41567-020-0831-y
https://doi.org/10.1103/PhysRevLett.116.211801
https://doi.org/10.1038/s41586-022-05568-2


17

1 2 3 4 5 6 7 8 9 100.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

S
IB

D
×

10
43

(c
m

2 /f
iss

io
n/

ke
V)

  (A)
(B)
(C)

(D)
(E)

1 2 3 4 5 6 7 8 9 10
Energy (MeV)

2

1

0

1

Re
l. 

di
ffe

re
nc

e 
(%

)

(B) vs (A)
(C) vs (A)

(D) vs (A)
(E) vs (A)

Fig. 12 Top: ν̄e spectra multiplied by the IBD cross section computed with the last averaged cycle fission fractions for the
cases considered. Bottom: Relative differences of the spectra with respect to the (A) case.

M. Lee, Y. Oh, H. Park, H. Park, K. Park,
K. Seo, K. Siyeon, G. Sun, Physical Review Letters
118(12) (2017). doi:10.1103/physrevlett.118.121802.
URL http://dx.doi.org/10.1103/PhysRevLett.
118.121802

15. M. Andriamirado, et al., Physical Review Letters
131(2) (2023). doi:10.1103/physrevlett.131.021802.
URL http://dx.doi.org/10.1103/PhysRevLett.
131.021802

16. D.A. Dwyer, T. Langford, Physical Review Letters
114(1) (2015). doi:10.1103/physrevlett.114.012502

17. G.I. Bell, S. Glasstone, Nuclear Reactor Theory
(Van Nostrand Reinhold Company, 1970). URL
https://www.osti.gov/biblio/4074688

18. H. Bateman, Proc. Cambridge Philos. Soc. 15
(1910)

19. A. Isotalo, P. Aarnio, Annals of Nu-
clear Energy 38(11), 2509 (2011).
doi:https://doi.org/10.1016/j.anucene.2011.07.012

20. J. Leppänen, et al., Annals of
Nuclear Energy 82, 142 (2015).
doi:https://doi.org/10.1016/j.anucene.2014.08.024

21. X. Mougeot, EPJ Web of Conferences 146, 12015
(2017). doi:10.1051/epjconf/201714612015

22. Y. Nakahara, K. Suyama, T. Suzaki, Technical De-
velopment on Burn-up Credit for Spent LWR Fuel.
Tech. rep., Oak Ridgne National Laboratory (2000).
doi:10.2172/814653

23. IAEA, Operating experience with nuclear power
stations in member states. Tech. rep., IAEA, Vienna
(2022)

https://doi.org/10.1103/physrevlett.118.121802
http://dx.doi.org/10.1103/PhysRevLett.118.121802
http://dx.doi.org/10.1103/PhysRevLett.118.121802
https://doi.org/10.1103/physrevlett.131.021802
http://dx.doi.org/10.1103/PhysRevLett.131.021802
http://dx.doi.org/10.1103/PhysRevLett.131.021802
https://doi.org/10.1103/physrevlett.114.012502
https://www.osti.gov/biblio/4074688
https://doi.org/https://doi.org/10.1016/j.anucene.2011.07.012
https://doi.org/https://doi.org/10.1016/j.anucene.2014.08.024
https://doi.org/10.1051/epjconf/201714612015
https://doi.org/10.2172/814653


18

24. J. Eysermans, M. Verwerft, K. Govers, R. Ichou,
G. Ilas, U. Mertyurek, N. Messaoudi, P. Romojaro,
N. Slosse, Annals of Nuclear Energy 172 (2022).
doi:10.1016/j.anucene.2022.109057

25. B.F. Rider, J.P. Peterson, Jr, C.P. Ruiz, Transac-
tions of the American Nuclear Society (U.S.) Vol:
7 (1964). URL https://www.osti.gov/biblio/
4657094

26. J.S. KIM, et al., Journal of Nuclear Sci-
ence and Technology 44(7), 1015 (2007).
doi:10.1080/18811248.2007.9711341

27. C. Sanders, I. Gauld, Isotopic Analysis of High-
Burnup PWR Spent Fuel Samples From the
Takahama-3 Reactor. Tech. rep., Oak Ridge Na-
tional Laboratory (2022)

28. M. Chadwick, et al., Nuclear Data Sheets 112(12),
2887 (2011). doi:10.1016/j.nds.2011.11.002. Special
Issue on ENDF/B-VII.1 Library

29. J. Dufek, D. Kotlyar, E. Shwageraus, An-
nals of Nuclear Energy 60, 295 (2013).
doi:https://doi.org/10.1016/j.anucene.2013.05.015

30. C. Castagna, et al., The European Physical Jour-
nal Plus 135 (2020). doi:10.1140/epjp/s13360-020-
00427-3

31. M. Holmgren. pyxsteam python package (2022).
URL https://pypi.org/project/pyXSteam/.
Version 0.4.9

32. J. Lamarsh, A. Baratta, Introduction to Nuclear
Engineering. Addison-Wesley series in nuclear
science and engineering (Pearson Prentice Hall,
2011). URL https://books.google.it/books?
id=wEk1KQEACAAJ

33. M. Dehart, I. Gauld, K. Suyama, in International
Conference on the Physics of Reactors Nuclear
Power (PHYSOR): A Sustainable Resource, Inter-
laken (Switzerland) (2008)

34. G. Radulescu, I.C. Gauld, G. Ilas, Scale 5.1 predic-
tions of pwr spent nuclear fuel isotopic compositions.
Tech. rep., Oak Ridge National Laboratory (2010).
doi:10.2172/983556

35. C.L. Jones, A. Bernstein, J.M. Conrad, Z. Djur-
cic, M. Fallot, L. Giot, G. Keefer, A. Onillon,
L. Winslow, Physical Review D 86(1) (2012).
doi:10.1103/physrevd.86.012001. URL http://dx.
doi.org/10.1103/PhysRevD.86.012001

36. Live chart of nuclides. URL https:
//www-nds.iaea.org/relnsd/vcharthtml/
VChartHTML.html. Accessed on 2023/08/11

37. A. Strumia, F. Vissani, Physics Letters B 564(1),
42 (2003). doi:https://doi.org/10.1016/S0370-
2693(03)00616-6

Appendix A

A: SF97 validation

This appendix shows results for the SF97 rod validation,
being analyzed in the simplest case, considering a uni-
form temperature for fuel and coolant, and a constant
boron approach (i.e., simulation (B)).
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Fig. 13 Top panels: measured axial concentrations of the four
fissile isotopes (black dots) in the SF97 pin, compared with
simulation results obtained with uniform temperature field
and average boron approach. Bottom panels: C/E ratio of
calculated (C ) concentrations versus experimentally measured
(E) ones for SF97 rod.

The top panels of Figures 13 show the comparison
between the measured axial concentration of the four
fissile nuclides against the Serpent predictions, in the
scenario (B). Bottom panels show the C/E ratio, giving
a quantitavive measure of how the simulation is close
to the measurement. Overall, the comparison shows a
good agreement, despite the first sample SF97-1, which
is overestimated/underestimated up to a factor 2 for
241Pu. Problems about comparison with the first two
samples are reported in Sect. 3.7. Finally, Table 6 shows
the average C/E analysis compared with other literature
references.
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Rod Code 235U 238U 239Pu 241Pu

SF97

Serpent (B) 1.040 1.002 1.078 1.038

SWAT 1.015 1.0 1.031 0.986

ORIGEN 2.1 1.032 1.0 1.050 1.019

HELIOS 1.01 1.0 1.03 1.025

SCALE 4.4 0.97 1.0 0.993 0.975

SCALE 5.1 1.02 0.999 1.048 0.975

Table 6 Average Serpent C/E for chosen samples (SF97 3-
6) in the uniform temperature case and average boron (B),
compared with the literature results obtained with different
simulation codes.
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Fig. 14 Comparison between fission fraction in simulation
A (blue line) and simulation B (green line) and their relative
difference (red dashed line). The effect of spatial discretization
for the burnup zones on the fission fraction calculation has
a maximum in the first burnup cycle, and then tends to a
uniform and negligible value in the second cycle.

Appendix B

B: Other Fission fractions

Section 4.1 showed the comparison in fission fraction
concerning the boron approach. This appendix aims at
comparing the other important scenarios: one burnup
zone at constant properties (A) and 30 burnup zones at
variable temperature and constant boron (C).

The burnup discretization effect is showed in Fig-
ure 14: despite an initial discrepancy, around the burnup
level where the gadolinium is depleted, the fission frac-
tion difference tend to zero in the second cycle. From a
simulation point of view, this helps in the simulation of
large systems, where a fine discretization is not suitable.

The impact of the temperature field approach is
shown in Figure 15: this comparison shows a slight de-
pendence on burnup, decreasing the importance of 235U

0.4

0.5

0.6

0.7

0.8

0.9

FF
 (-

)

U235

0.065

0.070

0.075

0.080

U238

0 5 10 15 20 25 30
Burnup (MWd

kg )

0.0

0.1

0.2

0.3

0.4

FF
 (-

)

Pu239

0 5 10 15 20 25 30
Burnup (MWd

kg )

0.00

0.02

0.04

0.06

0.08

Pu241

0.75

0.50

0.25

0.00

0.25

0.25

0.00

0.25

0.50

0.75

1.00

Re
la

tiv
e 

di
ffe

re
nc

e 
(%

)

2

1

0

12.5

10.0

7.5

5.0

2.5

0.0

Re
la

tiv
e 

di
ffe

re
nc

e 
(%

)

First cycle
Second cycle

B - (T=const,B=const)
C - (T=var,B=const)

Relative difference

Fig. 15 Comparison between fission fraction in simulation B
(green line) and simulation C (purple line) and their relative
difference (red dashed line). The effect of spatial dependent
temperature approach against the average treatment on the
fission fraction calculation shows a negligible trend for all the
isotopes, with a balance between 235U (-0.75 %) and 238U
(+0.75 %).
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Fig. 16 Comparison between fission fraction in simulation
B (green line) and simulation E (brown line) and their rela-
tive difference (red dashed line). The combined effect of the
boron treatment and spatial temperature shows a similar be-
haviour with respect to the B-D comparison, the combined
effect matches with a superimposition effect within the design
choices.

and increasing the 238U, laying always below the 1%.
Plutonium fraction effects tend to zero in the second
cycle, being unsensible to the temperature approach
adopted. Also this effect, give useful information from a
simulation point of view, allowing to treat the tempera-
ture as an average quantity, helping the description of
large systems. Within the JUNO/TAO framework, such
difference can be considered negligible.

Finally, it is worth mentioning that the combined
effect follows a superimposition effect: Figure 16 com-
pares the most simple case (B) with the most accurate
one (E). Analyzing burnup data, the combined effect
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of temperature field and boron treatment is the sum of
the single scenarios previously shown.
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