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Information manipulation is widespread in today’s media environ-
ment. Online networks have disrupted the gatekeeping role of
traditional media by allowing various actors to influence the pub-
lic agenda; they have also allowed automated accounts (or bots) to
blend with human activity in the flow of information. Here, we
assess the impact that bots had on the dissemination of content
during two contentious political events that evolved in real time
on social media. We focus on events of heightened political ten-
sion because they are particularly susceptible to information cam-
paigns designed to mislead or exacerbate conflict. We compare the
visibility of bots with human accounts, verified accounts, and
mainstream news outlets. Our analyses combine millions of posts
from a popular microblogging platform with web-tracking data
collected from two different countries and timeframes. We em-
ploy tools from network science, natural language processing,
and machine learning to analyze the diffusion structure, the con-
tent of the messages diffused, and the actors behind those mes-
sages as the political events unfolded. We show that verified
accounts are significantly more visible than unverified bots in
the coverage of the events but also that bots attract more atten-
tion than human accounts. Our findings highlight that social media
and the web are very different news ecosystems in terms of prev-
alent news sources and that both humans and bots contribute to
generate discrepancy in news visibility with their activity.

social media | computational social science | online networks | information
diffusion | political mobilization

Online networks have become an important channel for the
distribution of news. Platforms like Twitter have created a

public domain in which longstanding gatekeeping roles lose
prominence and nontraditional media actors can also shape the
agenda, increasing the public representation of voices that would
otherwise be ignored (1, 2). The role of online networks is par-
ticularly crucial to launch mobilizations, gain traction in collec-
tive action efforts, and increase the visibility of political issues
(3–8). However, online networks have also created an informa-
tion ecosystem in which automated accounts (human and
software-assisted accounts, such as bots) can hijack communi-
cation streams for opportunistic reasons [e.g., to trigger collec-
tive attention (9, 10), gain status (11, 12), and monetize public
attention (13)] or with malicious intent [e.g., to diffuse disin-
formation (14, 15) and seed discord (16)]. During contentious
political events, such as demonstrations, strikes, or acts of civil
disobedience, online networks carry benefits and risks: They can
be tools for organization and awareness or tools for disinformation
and conflict. However, it is unclear how human, bot, and media
accounts interact in the coverage of those events, or whether social
media activity increases the visibility of certain sources of infor-
mation that are not so prominent elsewhere online. Here, we cast
light on these information dynamics, and we measure the relevance
of unverified bots in the coverage of protest activity, especially as
they compare to public interest accounts.
Prior research has documented that a high fraction of active

Twitter accounts are bots (17); that bots are responsible for

much disinformation during election periods (18, 19); and that
bots exacerbate political conflict by targeting social media users
with inflammatory content (20). Past research has also looked at
the role bots play in the diffusion of false information, showing
that they amplify low-credibility content in the early stages of
diffusion (21) but also that they do not discriminate between true
and false information (i.e., bots accelerate the spread of both)
and that, instead, human accounts are more likely to spread false
news (22). Following this past work, this paper aims to determine
whether bots distort the visibility of legitimate news accounts as
defined by their audience reach off-platform. Unlike prior work,
we connect Twitter activity with audience data collected from the
web to determine whether the social media platform changes the
salience that legitimate news sources have elsewhere online and,
if so, determine whether bots are responsible for that distortion.
We combine web-tracking data with social media data to char-
acterize the visibility of legitimate news sources and analyze how
bots create differences in the news environment. This is a par-
ticularly relevant question in the context of noninstitutional
forms of political participation (like the protests we analyze
here) because of their unpredictable and volatile nature.
The use of the label “bot” often blurs the diversity that the

category still contains. This label serves as a shorthand for ac-
counts that can be fully or partially automated, but accounts that
exhibit bot-like behavior can have very different goals and levels
of human involvement in their operation. Traditional news
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organizations, for instance, manage many of the accounts usually
classified as bots—but these accounts are actually designed to
push legitimate news content. Other accounts with bot-like be-
havior belong to journalists and public figures—many of which
are actually verified by the platform to let users know that their
accounts are authentic and of public interest. Past research does
not shed much light on how different types of bots enable ex-
posure to news from legitimate sources, or how the attention
they attract compares to the reach of mainstream news—which
also generate a large share of social media activity (23–25). More
generally, previous work does not address the question of how
news visibility on social media relates to other online sources
(most prominently, the web), especially in a comparative context
where different political settings other than the United States are
considered. Are bots effective in shifting the focus of attention as
it emerges elsewhere online?
This paper addresses these questions by analyzing Twitter and

web-tracking data in the context of two contentious political
events. The first is the Gilets Jaunes (GJ) or Yellow Vests
movement, which erupted in France at the end of 2018 to de-
mand economic justice. The second is the Catalan referendum
for independence from Spain, which took place on October 1 (1-
O) of 2017 as an act of civil disobedience. These two events were
widely covered by mainstream media (nationally and interna-
tionally), but they also generated high volumes of social media
activity, with Twitter first channeling the news that was coming
out of street actions and confrontations with the police.
According to journalistic accounts, Twitter helped fuel political
feuds by enabling bots to exacerbate conflict (26, 27). Our
analyses aim to compare the attention that unverified bot ac-
counts received during these events of intense political mobili-
zation with the visibility of verified and mainstream media
accounts, contextualizing that activity within the larger online
information environment. In particular, we want to determine
whether there is a discrepancy in the reach of news sources
across channels (i.e., social media and the web) and, if so, de-
termine whether bot activity helps explain that discrepancy (e.g.,
for instance, by having bots retweet sources that are less visible
on the web). Ultimately, our analyses aim to identify changes in
the information environment to which people are exposed
depending on the channel they use to access news—a process of

particular relevance during fast-evolving political events of
heightened social tension.

Data
We collected social media data through Twitter’s publicly
available application programming interface (API) by retrieving
all messages that contained at least one relevant hashtag for each
of the two mobilization events (see SI Appendix for a list of
keywords). Our data collection missed less than 1% of all mes-
sages with relevant hashtags during the two periods we consider
(mid-November to late December of 2018 for the GJ dataset,
mid-September to early October of 2017 for the 1-O dataset). In
total, we collected tweets sent by hundreds of thousands of
unique users (∼880,000 for GJ, ∼630,000 for 1-O). We used bot
detection techniques to identify automated accounts (see SI
Appendix for the technical details). We then used the “verified”
feature to identify the accounts that the platform recognizes as
being of public interest. Accounts that exhibit bot-like behavior
but are also verified by the platform include news organizations,
journalists, and public figures, a category we label with the short-
hand “media” even though they have different levels of organiza-
tional and software support. Fig. 1 gives a first description of the
data: In both datasets, only a small fraction (<1%) of all accounts
fall in this media category; about 4 in 10 are classified as unverified
bots; and about 6 in 10 are classified as human.
In addition to the Twitter data, we also analyze web-tracking

data derived from two representative samples of the online
population in France and Spain. In particular, we obtain the
audience reach of news sites during the same months for which
we have the Twitter data. These measures are based on multi-
platform news consumption, that is, access to web domains
through desktop, tablet, and mobile (see SI Appendix for more
details, including the full list of news sites considered). Audience
reach is a measure of market share that estimates the fraction of
the online population in each country that accessed a given news
site during the time in which the mobilizations took place. Fig. 2
summarizes the reach distribution for the two countries. News
consumption is more concentrated in France, where it is also a
less frequent activity among the online population: Only 5% of
all news sites have an audience reach of 13% or higher, with a
maximum of 41% (which means than less than half of the online

Fig. 1. Classification of Twitter accounts. The “media” category refers to accounts with bot-like behavior verified by the social media platform. These ac-
counts include news organizations, journalists, and public figures. The “bots” category refers to unverified accounts. We classify the rest of the accounts as
“human.”Media accounts amount to less than 1% of all users engaged in communication around the two contentious mobilizations (n = 4,117 for GJ in panel
A; n = 2,958 for 1-O in panel B).
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population in France were consuming news on the web in this
period). In Spain, only 5% of all news sites have an audience
reach of 32% or higher, with a maximum of 66% for the most
read newspaper. These numbers are consistent with prior work

showing that news consumption amounts to a small fraction of all
online activity (28, 29), but they also suggest that the overall level
of user engagement with digital news and the degree of attention
concentration can change substantially across countries.

Fig. 2. Audience reach of news sites on the web. Percentage reach refers to the fraction of the online population in France (A) and Spain (B) that accessed a
given news site during the period in which the mobilizations took place (for the full list of sites considered in our analyses, see SI Appendix, Tables S1 and S2).
The Insets show the empirical cumulative distribution function: In France, only 5% of all news sites have an audience reach of 13% or higher; in Spain, only 5%
of all news sites have an audience reach of 32% or higher.

González-Bailón and De Domenico PNAS | 3 of 8
Bots are less central than verified accounts during contentious political events https://doi.org/10.1073/pnas.2013443118

SO
CI
A
L
SC

IE
N
CE

S
CO

M
PU

TE
R
SC

IE
N
CE

S

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 1
51

.1
8.

16
4.

97
 o

n 
O

ct
ob

er
 6

, 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
15

1.
18

.1
64

.9
7.

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2013443118/-/DCSupplemental
https://doi.org/10.1073/pnas.2013443118


Of more relevance for our purposes, the data summarized in
Fig. 2 allow us to identify the news sites that acted as the main
sources of information online during the mobilizations. During
the time in which these mobilizations took place, web traffic data
suggests that only 26% of the online population in France, and
31% of the online population in Spain, accessed Twitter.
According to survey data, the percentage that declared using
social media for news was 36% in France and 59% in Spain [data
for 2018 and 2017 (30, 31)]. In other words, news consumption
on the web and on social media attracts a different user base.
Both the design of social media platforms and the fact that
Twitter attracts a very specific segment of the online population
suggest that, by necessity, these two information environments
will differ. The question is how and whether there is evidence
that unverified bots contribute, with their activity, to generate
those discrepancies.

Results
We manually identified the Twitter handles for the news outlets
included in the web-tracking data. Of the 177 news outlets
available in France, we could match 126. In Spain, we matched
73 out of the total 149. This means that many of the news sources
with audience on the web are not present in the social media
coverage of the mobilizations. Fig. 3 summarizes the correlation

between Twitter and web visibility for the news outlets that are
present in both platforms. The left column shows the association
between the rank position according to percentage reach and the
number of followers in Twitter (a measure of global visibility,
beyond the events surrounding the political mobilizations). The
right column shows the association between rank position in
percentage reach and centrality in the retweet (RT) network
(e.g., number of RTs received). We focus on this measure of
centrality because RTs are the main mechanism to diffuse in-
formation on the platform and reach a wider audience, and the
most straightforward measure of the broadcasting potential of
the different accounts covering the events. (Additional statistics
describing the RT network as well as the network of mentions
can be found in SI Appendix, Table S3.) The correlation between
centrality in the RT network and percentage reach on the web is
very low in both cases. This means that news sources with high
visibility on the web did not attract the same amount of attention
on the Twitter stream related to these political mobilizations.
(Note that the correlation with number of followers is moderate
to high, suggesting that the bigger outlets on the web, in terms of
audience size, are also more prominent on social media, in terms
of followers.) This discrepancy in visibility begs two questions: Is
unverified bot activity responsible for this discrepancy? Also, did
unverified bots attract more attention than verified users and

Fig. 3. Correlation of rank position in percentage reach (web) and RT centrality. Panel A shows correlations for the Yellow Vests data; panel B shows
correlations for the Catalan Referendum data. The scatterplots on the Left column measure the association between audience reach on the web and number
of followers on Twitter; the scatterplots on the Right measure the association of reach with number of RTs received in the stream of information related to
the protests. For the latter, the correlation coefficients show that the association is weak: The most accessed news sources on the web are not the most of
salient in the Twitter stream covering the mobilizations (even though the most accessed web sources tend to also have a higher number of followers).

4 of 8 | PNAS González-Bailón and De Domenico
https://doi.org/10.1073/pnas.2013443118 Bots are less central than verified accounts during contentious political events

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 1
51

.1
8.

16
4.

97
 o

n 
O

ct
ob

er
 6

, 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
15

1.
18

.1
64

.9
7.

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2013443118/-/DCSupplemental
https://doi.org/10.1073/pnas.2013443118


news outlets, therefore having more potential to manipulate the
coverage of the mobilizations?
Fig. 4 shows the RT networks contracted to the three account

categories. On the aggregate, most RT activity happens between
human accounts—there are many more of these in both datasets
so, overall, they accumulate most of the activity. However, pro-
portionally, media accounts receive many more RTs than
expected by chance. The boxplots on the Left summarize the
values obtained from permuting the data by randomly relabeling
the category of individual accounts. What these randomizations
reveal is that bots retweet significantly more (human accounts
retweet less) than expected, but this level of activity does not
translate into a significantly higher centrality in the number of
RTs received: In both mobilizations, verified media accounts are
the most often retweeted accounts. These differences in cen-
trality remain significant after controlling for number of fol-
lowers, friends, and number of RTs made: Verified media
accounts are significantly and substantially more central in the
RT network, with bots being only slightly more central than
human accounts (SI Appendix, Figs. S6 and S7). Reciprocity is
very low in both the RT and the mention networks (SI Appendix,
Table S3), and the few reciprocated connections that exist are
concentrated among human accounts (SI Appendix, Fig. S11);

this suggests that if bots are trying to engage other users in re-
ciprocated exchange (with the goal of boosting their own visi-
bility), the strategy is not successful. However, bot and human
accounts form clear communities of information exchange (SI
Appendix, Fig. S5), which means that, even if verified media
accounts are significantly more central, human accounts still
have large exposure to bot-generated content.
Fig. 5 zooms into the subset of media accounts for which we

have web-tracking data to examine the composition of their
neighborhood in the RT network. In particular, we count the
number of unverified bots retweeting these news outlets. If bot
activity is responsible for the discrepancy in rankings identified in
Fig. 3 (for instance, if bots retweet more frequently sources that
are less visible on the web, boosting their social media visibility),
we would expect a positive association between being more vis-
ible on Twitter and having more bots retweeting their content.
The left column confirms this intuition, showing that there is a
linear association and moderate correlation between bot
retweeting activity and rank differences. However, this correla-
tion disappears once we factor in the total number of retweeting
accounts and normalize the number of bots as a fraction of the
neighborhood size (right column). This means that the differ-
ences in visibility identified in Fig. 3 are a function of the

Fig. 4. Centrality in the RT network. Panel A shows the network built with the Yellow Vests data; panel B shows the network built with the Catalan Ref-
erendum data. The boxplots summarize the values obtained from permutations of the data where the category labels were randomly reshuffled across
accounts. The observed centrality of media accounts is significantly higher than expected by chance in both mobilizations. Human accounts, on the other
hand, receive significantly fewer RTs. The axes preserve different scales to allow visual identification of distance between permutations and observed values.
Regression models predicting centrality can be found in SI Appendix, Figs. S6 and S7.
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centrality of news outlets in the RT network, for which humans
are as responsible as bots (in fact, for most outlets, there are
more humans retweeting their messages than unverified bots).
In order to illuminate the factors predicting the number of

RTs that individual messages receive, we fitted mixed-effects
models at the message level (since messages are nested within
unique users, we treat account-level variability as the random
effect; see SI Appendix for more details on specification). Fig. 6
summarizes the results of these models. We used as controls
structural features (e.g., the number of followers and friends of
the accounts publishing the messages) and the content of the
tweets. For this, we used a lexicon and rule-based sentiment
analysis technique to extract message scores that range from −1
(extremely negative sentiment) to +1 (extremely positive senti-
ment), with 0 values representing neutral messages (32) (see SI
Appendix for more details on the technique and for the distri-
bution of sentiment scores). More importantly, the models also
include binary variables identifying messages sent by media and
human accounts (bots are the base category). As the figure shows
(top panels), controlling for structure and content, and for ran-
dom variability at the user level, messages published by verified
media accounts receive significantly more RTs than messages
published by bots. Human messages, on the other hand, receive

less diffusion. The models summarized in the lower panels add
another binary variable identifying the messages published by the
subset of news outlets for which we could measure visibility on
the web. Overall, the estimates for the other parameters do not
change, but the models suggest that, controlling for content, the
messages published by news outlets with wider web audience
actually receive fewer RTs than the messages of other verified
media accounts. In addition, negative content seems to have
resonated more (the effect, however, is small).

Discussion
Social media create a very different landscape in which to obtain
news: Compared to the web, Twitter has many more verified
sources that get amplified with a combination of bot and human
effort. We measured discrepancies in the salience of news outlets
on Twitter and on the web, and we presented evidence sug-
gesting that bots did not play a fundamental role in creating
those discrepancies or taking centrality positions. We show that
media accounts (e.g., accounts with bot-like behavior that are
also verified by Twitter) are more likely to receive RTs and,
therefore, that they were reference points in the coverage of the
mobilizations. Their messages actually received more attention
than news outlets with sustained traffic on the web. We also show

Fig. 5. Number of bots retweeting news outlets. Panel A shows correlations in the Yellow Vests data; panel B shows correlations in the Catalan Referendum
data. The scatterplots measure the association between the number of unverified bots retweeting news outlets and the differences in visibility rankings
(identified in Fig. 3, operationalized here as rank % reach – rank RTs). This allows us to relate the difference between Twitter and web-tracking ranks with bot
retweeting activity. Outlets above the 0 line have better ranking on Twitter; outlets below the 0 line have better ranking on the web. The horizontal axes
measure the number of unverified bots retweeting news outlets (left column) and the number of bots normalized by neighborhood size (right column). The
scatterplots on the Left suggest that news outlets that have a higher number of retweeting bots have more salience on Twitter than on the web. However,
the association disappears once we normalize the number of bots as a fraction of the neighborhood. News outlets that are more visible on Twitter simply
have more accounts retweeting their content, including human accounts.
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that bot activity is not responsible for creating discrepancies in
the visibility of news outlets: If anything, human retweeting is
more important in amplifying differences of visibility on social
media compared to the web.
A more likely cause for these discrepancies is that social media

and web news content attract different populations. Users con-
suming news on the web or actively engaging with political
content on Twitter are not representative of the population at
large (e.g., the vast majority of online users do not proactively
consume news, hence the low audience reach of news sites dis-
played in Fig. 2). However, it is unclear whether the Twitter and
web populations are biased in different ways, which would ex-
plain the discrepancies documented here; or whether, instead,
those discrepancies arise from the specific affordances of the
social media platform (e.g., ref. 33)—exposure to news, in the
end, responds to different mechanisms on the web and on social
media. Our analyses suggest, in any case, that unverified bots are
not the cause of those discrepancies.
Our analyses also reveal that the number of media accounts

amount to a very small minority. In aggregate terms, these ver-
ified accounts generated only a small fraction of all messages
covering the mobilizations and attracted a small fraction of all
RTs. Unverified bots, by virtue of being more numerous, gen-
erated more content and interacted with more humans. Human
accounts, on the other hand, received significantly less attention
than automated accounts. This means that in certain pockets of
the user base following the mobilizations through Twitter, ex-
posure to unverified bots might have counteracted exposure to
the content published by media accounts. Based on our obser-
vational data, it is not possible to determine whether these in-
teractions and types of exposure had any effects on opinions and
attitudes; for that, longitudinal survey measures need to be
combined with Twitter data. Because of the difficulties of
obtaining such data, there is not much research evaluating the
effects side of exposure to content on social media, but the re-
search that exists (e.g., ref. 14) presents evidence that attempts to
manipulate information in social media led to no identifiable
changes in the attitudes and behaviors of the users exposed. This
finding casts doubts on the actual behavioral impact of infor-
mation campaigns on social media, but more research is neces-
sary to provide additional evidence. Likewise, it is also difficult to
determine whether exposure to other media content, on the web
or, more generally, in the wider news ecosystem, can counteract
these effects [TV news exposure still is, after all, the most
prevalent form of news consumption (28)].

Compared to other media accounts, the tweets published by
established news outlets (e.g., those with enough traffic to appear
in web-tracking data) do not gain much traction during the
coverage of the political events—their messages are actually less
visible (i.e., they receive less RTs) than those of other verified
accounts, especially in the case of the Catalan referendum. The
Spanish online population consume more news than the French
online population (Fig. 2), and survey data suggest that they also
trust news more: 51% of the Spanish population think that “you
can trust most news most of the time” versus 30% of the French
population [where trust levels in the news are among the lowest
in Europe (30, 31)]. However, despite this, Spanish Twitter users
chose to amplify the messages of other verified accounts over the
accounts of established news organizations to a more significant
extent. Many of these verified accounts actually belong to jour-
nalists working for established news outlets, but also to public
figures and civil society representatives with no affiliation to
news organizations. This offers additional evidence that social
media is eroding traditional gatekeeping roles.
Our findings also highlight the importance of clearly defining

the policies that underlie the verification process of social media
accounts. Our analyses do not directly address the question of
whether verified, blue-badge accounts are more reliable sources
of information, but there is abundant evidence that misleading
information is often spread from verified accounts, including
those of government officials and recognized public figures.
Verified accounts have also amplified the messages of dubious
sources that would be fringe and less visible otherwise. Future
research should shift attention from bots to verified accounts and
the complex relationships that emerge in their interactions with
other user accounts—effective disinformation campaigns cer-
tainly involve a range of different participants (34), and the ac-
tors behind those campaigns work around platform policies,
including public verification programs.
Given the impact that misinformation can have on democra-

cies, it is important to understand the role that bots play in the
dissemination of news, especially in the context of contentious
political events. However, it is also important to contextualize
the role of bots in the broader media landscape. Here, we con-
firm that Twitter and the web are very different news ecosystems
but that unverified bots are not responsible for the discrepancy in
source salience. We show that verified media accounts are still
more central in the diffusion of information, but also that
sources that are salient on the web are less salient in the social
media platform. We also show that human accounts are still

Fig. 6. Predictors of the number of RTs received by messages. Panels A1 and A2 show estimates for the Yellow Vests data; panels B1 and B2 show estimates
for the Catalan Referendum data. The estimates result from message-level mixed-effects models (with 95% bootstrapped CI). Upper row: controlling by
structure and content (and random variability at the account level), messages published by media accounts receive more RTs than messages published by
unverified bots (the base category). Messages posted by human accounts, however, receive less diffusion. Lower row: Tweets published by the subset of news
organizations for which we have web reach data also receive less attention than verified media accounts, an effect that is particularly strong and significant
during the Catalan referendum.
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significantly less visible than unverified bots so more research is
necessary to determine whether, for certain populations, expo-
sure to bot content has any effects on opinions and behavior.
More generally, this research does not speak directly to broader
questions of social media manipulation, like hijacking hashtags
or gaming the algorithmic ranking of content—on these fronts,
bot activity may turn out to be more successful. In the context of
the two contentious events we analyze, however, we find little
evidence that bots managed to gain comparable prominence to
verified media accounts.

Materials and Methods
Data. We collected social media data through Twitter’s publicly available API
by retrieving all messages that contained at least one relevant hashtag (see
SI Appendix for the list of keywords). Based on Twitter’s rate limits, we es-
timate that our data collection missed less than 1% of all messages during
the period we consider (mid-November to late December 2018 for the GJ
dataset, and mid-September to early October for the 1-O dataset). The web-
tracking data are based on Comscore’s MMX Multi-Platform panel (i.e., key
measures reports). We averaged the estimates for November to December
2018 (GJ data) and for September to October 2017 (1-O data). See SI Ap-
pendix for a full list of news sites included.

Methods. We build the RT and mention networks (weighted) and calculate
centrality scores on the largest connected components (see SI Appendix for
descriptive statistics). We identify automated accounts using a bot classifi-
cation technique trained and validated on publicly available datasets. We
follow state-of-the-art techniques in building this classifier, and cross-

validation of model performance on an independent dataset suggests that
the classifier generalizes in a satisfactory manner (see SI Appendix for more
details on our model and cross-validation checks). However, out-of-domain
performance is still an open problem for many ML systems, including ours,
and this should be borne in mind when assessing our results. We quantify
the sentiment of each Tweet using a well-established natural language
processing technique named VADER (Valence Aware Dictionary and Sentiment
Reasoner) (32). VADER is a lexicon and rule-based sentiment analysis tool that is
specifically designed to analyze sentiments expressed in social media. The scores
range from −1 (extremely negative sentiment) to +1 (extremely positive sen-
timent), with 0 values representing neutral messages. We modify VADER to
natively support sentiment analysis of texts in French, Spanish, and Catalan (in
addition to English; see SI Appendix for more details).

Models. To identify the factors that predict the number of RTs messages
receive, we used mixed-effects models at the message level (35, 36). We use
user account ID as the random effect. Fixed effects include three control
variables (number of followers, friends, and the sentiment score of mes-
sages), and two explanatory variables (i.e., whether the account posting the
messages is classified as media or as human, with “bots” as the base cate-
gory). See SI Appendix for additional details and robustness checks.

Data Availability. Data and code to reproduce these results have been de-
posited in the Open Science Framework (https://osf.io/j65de/) (37).
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