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Abstract

Abstract Nowadays dying process is one of the most energy intensive processes in food
industry, plastic industry, textile industry and in many different industrial sectors. The most
important and used way to eliminate the water from a material are processes based typical on
the forced convection of hot air that can be dehumidified at a certain relative humidity that
typically depends from the material that it is necessary to dry. In some special applications, for
example in plastic industry it is necessary to use hot and dry air: not high temperature (up to
180[degC]) to guarantee the product integrity and low dew-point (up to -40[degC].) to guarantee
extremely low material RH (up to 10[ppm]). In food industry, instead, and for example in
coffee-roasting processes, air temperature may reach 300[degC]| to guarantee high heating rates
and Maillard reactions but they are characterized by high dew-point (also 10[degC]). Because
of the request of producers in the last 30 years is to have higher and higher productivity of
drying lines, industry and its R&D departments invested great resources (in terms of time and
money) to obtain fastest processes. One of the first concept was to modify batch processes to
obtain continuous processes with high convection-air temperature. Two of the main problems
of modern hot-air processes are the global efficiency of drying and how the hot air is generated.
Many drying process are nowadays characterized by process-air temperature as high as possible
and that practically increases specific losses to the environment. It is clear that in 2022 it is no
longer ecologically acceptable to burn hydrocarbons as methane, ethane or propane, but recent
world events caused, for example, a large increase in natural gas (up to about +200[%]) and
that questioned the economic convenience of gas compared to electric energy, also for heating.
For that reason Radio-frequency (RF) and Microwave (MW) drying and heating processes
are becoming nowadays more and more interesting. But why they are so interesting? It is
clear that it is not physically possible to reduce the latent heat of vaporization of water, but
because of microwaves and radio-frequency waves directly heat materials, and in many cases
directly generate power sources inside the wet-material matrix they make possible in many
applications to dry (at a certain drying rate) with lower temperatures: “cold dry”. In home-
appliance applications, such as microwave ovens, new technologies: Solid State MW generators
are becoming interesting to improve final product quality and to solve some famous problems,

such as the non uniformity in food heating. Because of it is necessary to design system with



Abstract Abstract

certain field distribution, to guarantee high efficiency and high quality product: metaphysical
computer-aided methods (e.g. FEMs) make possible to design with high accuracy processes
and devices. For that reason in my work the scientific approach follows, for every problem (and

example) proposed the following line-up:

e Process analysis and State Of Art analysis: It is necessary to obtain a benchmark of
the actual process (drying, heating, thawing, cooking). It is necessary to define process
performances indicators (PPI), that can be for example: temperature profile, drying rate,

temperature distribution, water vapor distribution in the material, efficiency, etc.

e Material characterization: Because of electromagnetic, temperature, mass flow problem
are described by partial differential equations, if properties are not accurate, the design
FEM based will not be accurate. For that reason the work proposed several techniques for
example to measure the properties of materials (e.g. complex permittivity) with relative

low cost

e Pre-design of the device: Analytical approaches, and the solutions of some particular cases
make possible to get a preliminary draft of the prototype. That must be the starting point

for the virtual prototype.

e Multi-physics analysis: FEM models and numerical optimization to model and the design
the process and the device. RF-MW drying processes are complex process in which
many physics occur: Maxwell equations, Thermal diffusion, convection and advection,
Mass movement, moisture transfer, latent heat of vaporization, etc. For that reason
simplified models are faster and easier to compute and make possible to get relatively
accurate designs, but coupled approaches may be more suitable. For example in the
work is proposed an analysis of the sealing of packaging material for food industry, and
the analysis of dynamics of the sealing profile allowed us to design the so called “smart-
matching-network”: because of dielectric permittivity is function of temperature, and
because of the size of the phenomena is extremely small (also smaller than 1[mm]) for
an RF sealing process, the Multi-physics model made possible to accurately predict the
impedance value, to precisely design the matching network and to condition the matching

algorithm.

e Mock-up, prototype and laboratory measures.

The structure of the present work follows the following structure for it chapters:
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e Chapter (1) analyses main drying mechanism and parameters. Material properties in-
fluences drying performances and then drying technologies must be chosen in relation to
them. A new induction-hot-roller is analysed and its design process is introduced. An

energetic analysis of losses during the pre-heating is developed.

e Chapter (2) introduces a description of the electromagnetic problem and its main elec-
tromagnetic material properties. The numerical solution of the electromagnetic problem

is the base of virtual-design of EPM devices and process for EPM devices.

e Chapter (3) studies the thermal problem of conduction and heat transport. The final part
of the chapter introduces a synthesis of main food material properties for a particularly

interesting process: thawing

e Chapter (4) deeply studies dielectrics materials and several techniques used to measure
their dielectric properties. The chapter proposes complex dielectric permittivty measuring

results on plastics, food and fabrics.

e Chapter (5) studies the engineering problem of how to design a radio-frequency heat-
ing device (RFH) and studies with particular attention the problem of load adaptation
(Matching network).

e Chapter (6) presents a new Radio-Frequency dryer for plastic materials. The entire design

process is introduce in the chapter

e Chapter (7) introduces a description of the electromagnetic problem for MW problems,
where high frequencies cause propagation. The design of an entire system robust and with
high process efficiency is still a technical challenge. The chapter analyses TE,TM,TEM
waveguides and resonant cavities and chokes, that fully characterizes a MWH design (and

process).

e Chapter (8) finally closes that work with a synthesis of main results.

The present work uses uses both analytical and numerical methods (primarily FE methods) to
design, study and optimize specific technical problems, such as electromagnetic transmission,
electromagnetic shielding and filtering, process efficiency, fast drying and high final quality and

uniformity:.
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Chapter 1

Background and motivation

1.1 Electromagnetic Processing of Materials (EPM)

Electromagnetic processing of materials (EPM) is the technology of transforming elec-
trical energy into heat. EPM has evolved over the past thirty years thanks to the development
of power electronics, becoming a technology of great interest not only for industry but also for
home appliances.

The variety of such applications has greatly contributed to industrial development since the
forties. In fact, EPM began its development in the early decades of the century, first with arc
furnaces and, subsequently, with induction furnaces. However, it has developed particularly
well, both from an application point of view and of research, especially in the last thirty years.
In particular, the increase in oil and labor costs - which occurred a starting from the 70s has
increased the importance of hiring a fundamental role in the industrial activity of individual
countries. The variety of applications has meant that in the past they have been concerned as
particular aspects of different technical disciplines and that also in realizations they are often
known only in the context of their respective sectors of use and therefore in a small circle of
users. In reality, the characteristics of EPM applications in production processes derive mainly
from the common origin, which consists in the transformation of electricity into heat, and it
is therefore appropriate to treat the applications themselves as a homogeneous complex. This
opportunity has emerged especially in recent years, as we take note of both the increasing diffu-
sion of the techniques traditional EPM and the development of applications that use processes

recently built technology. The heating methods that characterize EPM today include i so-called
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traditional procedures, and specifying:

e arc heaters

e heating by resistance

e induction heating

e radiofrequency heating
e microwaves,

e plasma applicators

e clectron beams

e lasers

e ion bombardment.

Drying of solids is one of the oldest and most common unit operations found in diverse processes
such as those used in the agricultural, ceramic, chemical, food, pharmaceutical, pulp and paper,
mineral, polymer, and textile industries. It is also one of the most complex and least under-
stood operations because of the difficulties and deficiencies in mathematical descriptions of the
phenomena of simultaneous—and often coupled and multi phase—transport of heat, mass, and

momentum in solid media.

1.2 Drying in industry processes

Drying describes the process of thermally removing moisture from a solid product.
Moisture may be present in the solid material as chemical bonds (liquid phase) or trapped in the
micro structures of the solid (bound moisture). Mujumdar in its handbook of industrial drying
offers a deep and complete analysis of drying mechanism and mainstream drying techniques
[62]. Thermal drying is characterized by two main processes: transfer of energy from the
surroundings to the material and transfer of internal moisture to the environment. It is clear
that the rate at which drying is accomplished is governed by the rate at which the two processes
proceed. Energy transfer as heat from the surrounding environment to the wet solid can occur

as a result of:
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e convection
e conduction

e radiation

and in many cases as a result of a combination of these effects. In State Of Art (SOA) classical
industrial dryers the heat is transferred to the surface of the wet solid and then to the interior.
However, in dielectric, radio frequency (RF), or microwave (MW) drying, thermal energy is
generated directly internally within the solid and flows to the exterior surfaces. The removal of
water as vapor from the material surface, depends on the external conditions of temperature,
air humidity and flow, area of exposed surface, and pressure. The movement of moisture
internally within the solid, is a function of the physical nature of the solid, the temperature,
and its moisture content. In that work we will analyze only evaporation processes, that are
characterized by the conversion of a liquid phase into a concentrated liquid phase. Phase change
and production of a solid phase as end product are essential features of the drying process.
Drying is an essential operation in the chemical, agricultural, biotechnology, food, polymer,
ceramics, pharmaceutical, pulp and paper, mineral processing, and wood processing industries.
Drying is perhaps the oldest, most common and most diverse of chemical engineering unit
operations. Over 400 types of dryers have been reported whereas over 100 distinct types are
commonly available. It competes with distillation as the most energy-intensive unit operation
due to the high latent heat of vaporization and the inherent inefficiency of using hot air as
the (most common) drying medium. Several studies report national energy consumption for
industrial drying operations ranging from 10-15 % for United States, Canada, France, and U.K.
to 20-25 % for Denmark and Germany. Before proceeding to the basic principles, it is useful to
note the following unique features of drying, which make it a fascinating and challenging area

for research and development (R&D):

Product size may range from 1 [um] to 10 [em] (in thickness or depth)

Product porosity may range from 0 to 99.9%

Drying times range from 0.25 [s] (drying of tissue paper) to 1 [year] (for certain hardwood

species)

Production capacities may range from 0.10 [kg/h] to 100 [tons/h]

Product speeds range from 0 [m/s] (stationary drying) to 1 [m/s] (tissue paper)
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e Drying temperatures range from below the triple point (7}) to above the critical point of

the liquid (7¢)
e Operating pressure may range from fraction of 1[mbar] to 25[bar]

e Heat may be transferred continuously or intermittently

Drying is a complex operation involving transient transfer of heat and mass along with several
rate processes, such as physical or chemical transformations, which, in turn, may cause changes
in product quality as well as the mechanisms of heat and mass transfer. Physical changes that
may occur include shrinkage, puffing, crystallization, and glass transitions. Drying occurs by
effecting vaporization of the liquid by supplying heat to the wet feed-stock. As noted earlier,
heat may be supplied by convection (direct dryers), by conduction (contact or indirect dryers),
radiation or volumetrically by placing the wet material in a microwave or RF electromagnetic
field. Over 85% of industrial dryers are of the convective type with hot air or direct combustion
gases as the drying medium. Over 99% of the applications involve removal of water. All modes
except the dielectric (microwave and RF) supply heat at the boundaries of the drying object so
that the heat must diffuse into the solid primarily by conduction. The liquid must travel to the
boundary of the material before it is transported away by the carrier gas (or by application of
vacuum for non convective dryers). Transport of moisture within the solid may occur by any

one or more of the following mechanisms of mass transfer:

e Liquid diffusion, if the wet solid is at a temperature below the boiling point of the liquid

[77]

e Vapor diffusion, if the liquid vaporizes within material [9]

e Knudsen diffusion, if drying takes place at very low temperatures and pressures, e.g., in

freeze drying [11]
e Surface diffusion (possible although not proven) [72]

e Hydro-static pressure differences, when internal vaporization rates exceed the rate of vapor

transport through the solid to the surroundings

e Combinations of the above mechanisms

Note that since the physical structure of the drying solid is subject to change during drying,

the mechanisms of moisture transfer may also change with elapsed time of drying.
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1.2.1 External conditions: removing water as vapor from the material sur-

face

The main external variables are temperature, humidity, airflow distribution and the
geometry of the solid that we want to dry and of the environment. External drying conditions
are especially important during the initial stages of drying when unbound surface moisture is
removed. Surface evaporation is influenced by the diffusion of vapor from the surface to the
environment atmosphere through a thin film of air in contact with the surface and with a certain

temperature. For that reason there is the necessity to know two main characteristics:

e the equilibrium characteristics of the wet solid

e the enthalpy characteristics

Vapor-Liquid equilibrium and enthalpy for a pure substance

When a liquid is exposed to a dry gas, the liquid naturally evaporates. Assuming
the so called ideal gas behaviour for the vapor, after having defined the mass of vapor (my) in
gas-phase [(5]:

my
PyV = —RT 1.1
WV = (1)

where the maximum value of the pressure of the vapor that can be reached is the so called
saturated vapor pressure (Py_g). It is possible to obtain the Vapor-Pressure curve for a
material and find three different zones: the solid zone, the liquid zone and the vapor zone.

Vapor-Pressure curve introduces three main properties

e the critical temperature (7, [K]): a substance with a temperature greater than the critical

temperature is a gas

e the critical pressure (p. [Pal): at that pressure it is possible to define the critical point (C')
at which distinction between the liquid and vapor phase disappears, and all properties of
the liquid, such as density, viscosity, and refractive index, are identical with those of the

vapor.
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The Clausius-Clapeyron Equation

At a constant pressure, the Clausius—Clapeyron equation relates the slope of the vapor

pressure—temperature curve to the latent heat of vaporization through the equation [13]:

OPw_o  AHw
oT T (Vv — V1)

(1.2)

where the specific molar volume of saturated vapor (Viy), the saturated liquid (Vz) and the

molar latent heat of vaporization (AHy ) are introduced.

Enthalpy and Heat Capacity

In any steady flow system there is an additional energy associated with forcing streams
into a system against a pressure and in forcing streams out of the system. This work per unit
mass is the product of pressure (p [Pa]) and specific volume V' [m3]) where The enthalpy (H
[J/kg]) is a ”composed” energy that takes into account the sum of the pressure work (pV’

[J/kg]) and the internal energy (u [J/kg]):
H=pV+u (1.3)

Absolute values of enthalpy of a substance like the internal energy are not known. Relative
values of enthalpy at other conditions may be calculated by arbitrarily setting the enthalpy to

zero at a convenient reference state.

The heat capacity is defined as the heat required to raise the temperature of a unit mass

of substance by a unit temperature. The so called constant-pressure heat capacity is:

_0Q oH
Cp =55 = 57 (1.4)

In drying process it is typically convenient to compute the mean value in a certain temperature

B 1 To+AT

range:

1.2.2 Vapor-Air mixtures

When a gas or gaseous mixture remains in contact with a liquid surface, it will acquire

vapor from the liquid until the partial pressure of the vapor in the gas mixture equals the vapor

A. Marconi PhD Thesis 9
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pressure of the liquid. In drying applications the typical gas is air and the liquid is water.
Humid air is a mixture of water vapor and gas composed by a mass of water vapor (my ) and
a mass of air (my). It is then possible to define the absolute humidity (AH [—]) as the ratio
of water vapor mass to air mass and because of the gas law for vapor and air fractions and the
Dalton’s law of partial pressures are every time valid:

mw _pw Mw _ pw  Mw
ma  pa Ma  p—pw My

AH = (1.6)

The relative humidity (RH [—]) of a water vapor-air mixtures is is defined as the ratio of the
partial pressure of the vapor py to the saturated pressure Py _g at the same temperature:

Py

RH =-W
Py

(1.7)

and finally the absolute humidity is function of the relative humidity through the molar mass

of its components. For air and water vapor:

Molar mass

Material M; | Molar mass [g/mol]

Water vapor | My 18.01
Air My 28.96

Table 1.1: Molar mass for air and water vapor.

Unsatured vapor-gas mixtures: psychrometry of drying

Two processes occur simultaneously during the thermal process of drying a wet solid:

e heat transfer to vary the temperature of the wet solid (sensible heat) and to evaporate its

surface water vapor (latent heat)

e mass transfer of moisture from the surface of the material and its evaporation from the

surface to the environment

Dry bulb temperature
The so called dry bulb temperature (T [degC]) is the temperature of a vapor-gas mixture
determined by the immersion of a thermometer in the mixture.

Dew Point

A. Marconi PhD Thesis 10
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The dew point (T [degC]) is temperature at which a vapor-gas mixture becomes saturated
when cooled at a constant total pressure and it is not in contact with a liquid.

Humid volume

The humid volume (V}, [m?]) of a vapor-air mixture is the volume taken by 1[kg] of dry air
and by vapor at the a certain temperature and pressure. For a mixture (air + vapor) with an
absolute humidity (AH [—]) at a certain condition of temperature (1" [degC]) and pressure (P
[atm]), the ideal gas law gives the humid volume (V}, [m?]):

Vi, = 0.082 L—|—AI—I
o My My

T +273.15
P

(1.8)

Enthalpy

The enthalpy of a humid gas (H4 [kJ/kg]) is the sum of the enthalpy of the dry gas (Hpa
[kJ/kg]), of the the enthalpy of moisture (Haw [kJ/kg]) multiplied with the absolute humidity
of the mixture, and an additional terms to take into account mixing and other non reversible

effects (AHanr [kJ/kg]) [67]:
HA:HAA+(AH)'HAW+AHAM (1.9)
in many practical cases may be interesting to describe the enthalpy as specific heat:

Ha = ChyT + AHyo (AH)
i (1.10)
Cpyy = Cpa + Crw (AH)

where the mean heat capacitance of dry air (Cp, [kJ/(kg - K)]), the mean heat capacitance
of vapor moisture (Cpy, [kJ/(kg - K)]) and the mean humid heat (Cpy [kJ/(kg - K)]) were
defined in the previous equation. It is possible to define the path of enthalpy that from the

liquid state to the vapor state:
To=T;= Ty, AHyg = Ty (1.11)
and then the enthalpy of the global process is:
Haw = Clyw (Ty —To) + AHyg + Chyw (Tuy — Ta) ~ Chyw (Tap — To) + AHy (1.12)
and finally the enthalpy of the humid gas can be rewritten as follows:
Hy=Cps (T —To) + AHy (AH) (1.13)

where the latent heat of vaporization (AH,g [kJ/kg]) is obtained at 0[degC]|

Adiabatic Saturation

A. Marconi PhD Thesis 11
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Adiabatic saturation occurs when air enters in contact with a liquid phase and the result is
a mass and heat transfer between the air and the liquid. At the end of the process the air
leaves the system at conditions of humidity and temperature different from those at the inlet.
The operation is adiabatic because no heat is exchanged with the surroundings. The mass and
enthalpy balance then:

my =ma (AH, — AH;y,) (1.14)

Hya,, —Ha,,, = —(AHow — AH;n) How

out

solving the system of equations it is possible to get the adiabatic saturation relationship that
relates the absolute humidity saturated (AH 45 [—]) to the initial temperature air condition (7},

[degC]) and allow us to describe the so called adiabatic saturation temperature (T'4s [degC|)

AHvs

*

PA

Tas = Tin + (AH;, — AH yy) (1.15)

Drying mechanism

The moisture content in the solid could be reduced further by exposing it to air of
lower relative humidity. Solids can best be classified as listed in table 1.3. Moisture in a solid
may be either unbound or bound as seen in table 1.3. There are two methods of removing
unbound moisture: evaporation and vaporization.

Evaporation
Evaporation occurs when the vapor pressure of the moisture on the solid surface is equal to the
atmospheric pressure.

[PW—O]EUap < Patm (116)

The temperature of the moisture is increased to the boiling point (7}, [degC]). That phenomenon
occurs in hot roller for evaporation. The main mechanism is the conduction between the hot
surface of the roller and the solid material that we want to dry. In that specific case the energy
exchanged from the surface of the roller to the material is strictly related to the temperature
difference between the material and the roller, in practice evaporation occurs at a constant
temperature close to the boiling point of the material. Also in that case a convective heat
flux may avoid condensation phenomena of the evaporated moisture that may exchange energy
with colder surfaces of surroundings. In industry and are present many systems that use hot
roller heated by diathermic oil or dry saturated steam. A good design of the roller topology, for

example inserting ducts for the passage of hot oil may guarantee a fine control of the temperature
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Moisture content of solids: a classification

Type Examples Description
Non hygroscopic capillary-porous media Sand Recognizable pore space
Crushed minerals The material is non hygroscopic

Non hygroscopic crystals The medium does not shrink

Polymer particles

Ceramics
Hygroscopic porous media Clay Recognizable pore space
Sieves Bound liquid
Wood The medium shrinks
Textiles
Colloidal nonporous media Soap No pore space
Glue All bound liquid
Polymers Only surface drying
Food

Table 1.2: Classification of moisture content of solids: type, examples and description of phenomena.[54]

over the surface of the roller. One of the main problem of that technology is the pre-heating
of the system. Because of these systems may characterized by big diameters (D, = 4[m]) and
long roller (L, = 3[m]) to guarantee high production rate (v, ~ 2000[m/min|) there is the
necessity of overheating the roller to guarantee full evaporation of water. The main problem of
these systems are the high energy lost due to convective losses to the environment due to the
high rotation speed of the roller.

Vaporization

In vaporization, drying is carried out by convection, that is, by passing warm air over the
product. The air is cooled by the product, and moisture is transferred to the air by the product
and carried away. In this case the saturation vapor pressure of the moisture over the solid is

less than the atmospheric pressure:

[PWfO]Vap < Patm (117)

To properly design and optimize a drying process for a solid material it necessary to properly
characterize the drying phenomenon of the specific product. The drying behavior of solids can
be characterized by measuring the moisture content loss (dmy ) as a function of time. An

hygroscopic material that is typical dried in these applications is characterized by a certain
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drying rate behaviour:

e First drying stage: a constant drying rate phase, free moisture is extracted from the

surface: vaporization

e Second drying stage: weak drying rate, capillarity from the hearth of the material to the

surface

e Third drying stage: weak drying rate, heat conduction from the surface to the product

Moisture Diffusivity

Diffusion in solids during drying is a complex process that may involve:

e molecular diffusion
e capillary flow

e hydrodynamic flow diffusion

The effective diffusivity can be defined from Fick’s second law 1.18 and summarizes all the

previous phenomena:

0x _ DV2X
ot

where the effective diffusivity (D [m?/s]) is function of the material and the material moisture

(1.18)

content (X [—]) varies in time.

Effective Moisture Diffusivity in Some Materials
Material | X [—] T [degC] D [m?/s]
Apple 0.12 60 6.5-10712 - 1.2-10719
Potato 0.60 54 2.6-10710
Concrete | 0.10-0.40 20 5.0-10710—-1.2.1078
Sand | 0.05-0.10 45 1.0-107" = 1.0-1076
Wood 1.00 100-150 1.0-1078 —2.5-1078

Table 1.3: Effective Moisture Diffusivity in Some Materials

A. Marconi PhD Thesis
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1.2.3 Drying in textile industry

Drying is necessary to eliminate (RH ~ 0) or reduce the water content of the fibres,
yarns and fabrics. Drying, in particular by water evaporation, is a high-energy-consuming step,
because of the enthalpy of vaporization of water plays a main role in energy balance. Drying

can be applied to the following textile materials:

loose fibre

hanks

yarn packages

fabric

Drying techniques are typically classified as mechanical or thermal: in mechanical processes

the bound water is removed from the fiber 1.1 Thermal processes instead consist in heating the

Figure 1.1: Bound water and free water in a wet material)

water and vaporizing it. Heat can be transferred by several mechanism:

e convection

e infrared radiation

A. Marconi PhD Thesis 15
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e direct contact

e radio-frequency

In general drying involves at least two (or more) different techniques. It is easy to understand
that it is possible to vaporize the water inside the material matrix, but we need a ”vector” to
extract it: convection (natural of forced) is probably the main and most used mechanism to

”move” water vapor from the material to the environment.

Loose fibre drying

In loose fibre drying the water content of the fibre is initially reduced by centrifugal
extraction or by mangling before the evaporative drying stage. Typical techniques for loose
fibre drying are listed below.

Centrifugal extraction

Textile centrifugal extractors are an industrial type of the familiar tumble dryer that we can
find in our homes, it mainly operates on a batch process. For wool drying, an extraction cycle of
3 — 5 [min] reduces residual moisture content to approximately 1.0[l/kg] dry fibre. Mangling
They are used to reduce the water content. Mangling efficiency is typically lower than centrifugal
extraction.

Evaporative drying

Evaporative dryers are based on hot air circulation through the product. Typically are present
consecutive chambers to guarantee high performances and control the temperature during the
process, and avoid overheating of textile products. Fibre are typically transported on a conveyor
bel. High efficiency dryers with perforated steel converter belt have been developed which even
out the air pressure drop across the fibre matt. This design results in more even drying and
lower thermal requirements. The majority of hot-air dryers are steam heated or use methane
burners to heat the process gas (hot air). Nowadays, several manufacturers developed radio
frequency dryers, they are still vacuum tube technology based, but the development of Solid
State should guarantee higher efficiencies in the next years. Radio frequency dryers are reported
to be significantly more energy efficient than steam heated chamber dryers, and that work will
analyse them deeply. Before the 2020 the higher efficiency was not always supported by lower
operational cost due to the high cost of the primary energy needed (electrical energy for the

power generators). But the last two years changed the European energy cost landscape: the cost
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of the methane increased dramatically and the economical advantage of it must be reconsidered

and reanalysed.

Natural Gas EU Dutch TTF
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Figure 1.2: Natural Gas EU Dutch TTF (March 2022)

Fabric drying

The drying process for fabric usually involves two steps: the first one is aimed at
removing water which is mechanically bound to fibres, while the second one is necessary to dry
completely the fabric.

Squeezing Hydro-extraction and centrifugal hydro-extractor

The fabric is squeezed through two or three rollers covered with rubber in the first case, in
the second case an horizontal axis machine may be used and exploits tangential component of
velocity to extract mechanically water from the fabric: it demonstrated the best efficiency in
mechanical water extraction. These processes cannot be applied to delicate fabric.

Stenter

This machine is used for full drying of the fabric. Hot air is blown across the fabric thereby
producing evaporation of the water. It is characterized by high convection heating coefficients.
The fabric undulates along the dryer to allow its shrinking. Most common stenter designs are
horizontal and multi-layer.

Hot-flue dryer
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This machine is composed of a large metallic box in which many rolls are applied to the fabric
(in full width). The total distance the fabric travels may also reach 250[m]| inside the machine.
The internal air is heated by means of heat exchangers and one or more impeller are used.
Contact dryer or heated cylinders

In this type of machinery the fabric is dried by direct contact with a hot surface. The fabric is
longitudinally stretched on the surface of a set of metallic cylinders. The cylinders are heated
internally by means of steam or direct flame.

Conveyor fabric dryer

The fabric transported within two blankets through a set of drying modules. Inside each module
the fabric is dried by means of a hot air flow. This equipment is normally used for combined
finishing operations on knitted and woven fabrics when, along with drying, a shrinking effect is
also required in order to give the fabric a soft hand and good dimensional stability.

Air dryer-use in fabric processing

This machine can be used for washing, softening and drying operations on woven and knitted
fabrics in. During the drying phase the fabric in rope form is re-circulated in the machine by
means of a highly turbulent air flow. Water is thus partly mechanically extracted and partly

evaporated.

1.2.4 Drying in paper industry

4em In paper industry hot roller are mainly used to guarantee high production rates. A rotating
steel roller is heated by direct passage of hot fluid that may be dry saturated steam or diathermic
oil. Hot fluid exchanges energy with conductive roller, and the hot roller exchanges energy with
the paper that is in full contact with the surface. The production rate is related in that case
to the tangential velocity of the roller. The system want to dry the material from its initial
relative humidity (RHy, [—]) that may be in a range of (30 —40[%]) to the final product relative
humidity (RHy [—]) that may be in a range of (10—5[%]). As seen before the main mechanism
for that process is teh evaporation of water from the material matrix structure. That means
the boiling temperature of vapor must reached (Tp0;; [degC]). An energetic analysis of power
flows is necessary to understand the mechanism. If the system has a specific production rate
(Myprod [kg/s]), the evaporated mass of water is net balance of the mass flow before and after

the evaporation system, and the temperature of paper is increased during the process from T;,
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Figure 1.3: Hot roller dryer for paper industry

[degC to Tout [degC], that means:

mevap (t) - mzn - mout

(1.19)
AT’p = Tp—in - Tp—out
The power balance is written in the next equation:
Pheater = Pl + Proller + Ppaper (1-20)

where the heating power (Pheqter [W]) is the energy given to the fluid (in that case diathermic
oil) and the hot roller can be analysed as a simple exchanger where the energy is function of
the temperature drop at the inlet (7,—;, [degC]) and at the outlet (Tp—i, [degC]) of the roller

and of the diathermic oil mass flow (m; [kg/s]):
Pheater = moilcpoil (Toil—in - Toil—out) (121)

The power accumulated in the roller is not negligible in non continuous applications. Nowadays
the discontinuity of the production and the flexibility of production due to the high variability
of the market of paper products is changing the typical production type that is every year more
similar to batch processes than continuous processes. When the production is varied and there
is the necessity of changing the material that we want to dry there is necessary to cool down the
whole system because of the operator must directly work on the hot part of the system. The

increasing of safety in the workplace also is asking every year lower safety temperatures. That
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means a hot-roller system that during evaporation may also reach a steady-state temperature

of 250[degC] must be cooled down to a safe temperature of also 60[degC].

L OT*
Protter = Ct;=1 (1.22)

A good design should minimize the global heat capacity of the roller (Ct, [J/K]). A roller
is typically a complex multi-layer system composed by several materials, and for that case
we defined a mean heat capacity of it (Ct} [J/K]) that relates the energy stores to its mean
temperature (7)* [degC]). Losses are another important therm. They are practically related
to tangential velocity. Because of we need surrounding air to extract vapor from the material,
the roller can exchange energy with the surroundings by surface-convection phenomena. For a
certain machine speed (or linear production velocity) (v, [m/s]) the tangential speed is related

to the rotational speed of the system (w [rpm]) by the radius of the roller (R, [m])

w
Vtan = Up = R (1.23)

T
The Reynolds’s Number (Re [—]) and the Prandtl’s Number (Pr [—]) and the Raylegh’s Number
(Ra [—]) are then function of properties of the surrounding gas (air) and are necessary to

estimate convective-exchange coefficient to estimate losses at the surface of the cylinder:

_ vpRy
Re = uipa
PT = yﬁ)\ﬂ (124)

Ra=" (QB#AQT)L:*’

and then the Nusselt’s Number (Nu [—]) for a rotating cylinder

2

0.387Ra"-2
Nu= {06+ ¢ (1.25)
0.559)0.563 | ©*
1+ (0522)*%]

and finally the convective coefficient (o [W/(m2K)]) is:

o — Nul,
c = Ld

(1.26)

where the thermal conduction of air is estimated at the average temperature between the surface
temperature and the environment temperature, and the total length of the roller is Ly [m]. In
that work is considered a roller with Rg = 350[mm] —4000[mm] and L; = 500 — 3000[mm| with
a linear production velocity v, = 100—2000{m /min]| and that implies a wide range of convective
coefficient to estimate losses to the environment: oy = 50200[W/(m2K)] — 200[W/(m?K))].

Finally the energy exchanged with the paper is the net balance of all other power (heating and
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Temperature vsVelocity Specific losses of rollers (env.)

] T e [

lemperature [*C
#
o (WM Y]
3 &

200 250 300 350 00 450 500 550 B0 200 260 300 350 400 450 500 550 600

Veloicty (v;) [m/min] Velociy (v,) [m/min]

(a) (b)
Figure 1.4: Temperature and convective heat flux in a diathermic roller: Behaviours varying velocity (v,

[m/min]). (a) Temperatures; (b) Convective heat flux computed from the convection problem

losses) and is related to evaporation of water (Peyap + Puater) and accumulated energy in the

paper-dry material (Pgyy):

Ppaper = Pevap + Puater + Pdry (127)
where
To—out — Lp—i
Pyyy = Cpp——2 P12 O“At L (1.28)
and

Pyater = Cpuw L_g‘;*"

(1.29)

Peyap = AHpepap

where the process of evaporation takes place at the its boiling temperature (7} [degC]). Figure
77?7 shows several roller-surface-temperature controlled behaviours. Increasing velocity (and so
increasing production rate) losses dramatically increase for convective effects. At high velocities
the phenomenon changes and vaporization occurs because of the turbulent-surface effects on the
thin layer of the paper, that is experienced with a lower temperature of the paper at the outlet
of the system. As seen before one of main problems of these systems is the time to pre-heat the
system. Because of the exchange of power between the roller and the paper is due to thermal

gradients, it is necessary to reach the surface temperature that may guarantee evaporation, in

steady state condition, and in first approximation:

Ppaper = BDpr—p (Tr—surf - le) (130)
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where the conduction effect (roller-paper) is considered in the therm (K,_p). Experimentally
Tr—surs for that practically case may not overcome 160[degC] to guarantee the safety of the
material (no superficial overheating). That means a certain time is required to reach the
target temperature (Tiqrger [degC]). Analyzing the transient problem, and that means, solving
thermal-problem seen before, figure 1.5 highlights that 54[min] are require for the specific

system to reach the working condition of 140[degC]. Induction heating is a new interesting

Preheating of the system

Temeprature [degi]

L Preheating

&

Time [hh]

Figure 1.5: Temperature transient: Preheating of a diathermic oil roller.

technology because of can dramatically reduce the pre-heating time to reach the operational

conditions for drying. We will see that it also may minimize energy necessary for that phase.

1.3 Drying with EPM

Electromagnetic Processing of materials, in accordance with the chosen frequency
can heat conductive materials (induction heating), dielectrics (radio.frequency heating and
microwave heating).Because of the main part of the work (5,6) will study the RF and MW
technologies, now we will introduce a study a new application that we developed recently.

Drying of paper with induction heating system.
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1.3.1 Induction Heating heater form drying rollers

Induction heating of metals can guarantee high power densities directly to the ma-
terial, and that means high heating rates. For that reason we tried to apply that technology

to heat hot rollers used for drying of paper products (thin and wide). We design a custom

INDUCTION sialld ; mmF s
50 - 60 [H] HEATING 20 - 60 [kHz] 2
(MEHR INDUCTOR
—
N
Vi
|1

CHILLER —m———l A

TEMPERATURE
MEASUREMENT
(PIROMETER)

~ CONTROLUNIT
(PID + RH CALC)

Figure 1.6: Induction heating system for hot roller for drying paper products.

inductor for the revamping of existing machines. Induction heating makes possibly to directly
heat the surface of the roller and that meant we directly heated the interface between the paper
and the steel roller. For that application we optimized a steel roller using a magnetic steel. The
geometry of the roller is characterized by three dimensional structures to maximize the total
surface and for the embossing phase. Using a frequency of 60[kH z] made possible to generate
current densities directly on the profile of the teeth as is shown in figure 7?7 In figure 77 are
highlighted the induction system and the surface of the roller: the power density sources, in

accordance with the penetration depth of the steel are only on the surface at high frequencies

(f [Hz]).

205
27 f par—spho
for typical magnetic materials and frequencies higher than 30[kHz]. With the help of FEM

Open = < 0.5[mm] (1.31)

analysis we designed and optimized an induction system to generate high density power sources
an a small surface where the material enter in contact with the material. A n induction system

must optimize the non uniformity due to the distribution of power sources along the length of
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Figure 1.7: Roller profile with teeth and induction system.

the system. In figure 1.8 is shown the problem of edge effects due to the real three-dimensional
distribution of current densities. A good design must optimise the edge effects to guarantee a
good distribution of the temperature along length of the roller to obtain a constant evaporation
in all the material width. An high power induction system consists of several parts as is
highlighted in figure 1.6. An induction generation unit converts a three phase low frequency
(50[H z] — 60[H z]), low voltage (Vpet = 400[V]) input power through a resonant generator in
an medium-high frequency (20[kH z] — 60[kH z]) low current output power. A matching-load
transformer finally reduce voltage and increase current up to values of 100[A] — 10000[A4]. A
typical global efficiency for that industrial system may reach an efficiency of 85[%]|. For high
power applications it is necessary to design and consider a chiller to cool down the induction

system (generator, load transformer and inductor)

1.4 Heating and cooking with EPM

We saw in the previous section that one of the main problem of heating a roller using
diathermic oil (or steam) is the pre-heating time, that may also need 1[h] to guarantee the
good uniformity of the system. Induction heating, because of directly heat the surface solves

dramatically that problem. Results of simulations are shown in figure 1.9: In therms of en-
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Figure 1.8: Induction system and roller. Distribution of heating power along the length of the system.
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Figure 1.9: Pre-heating phase simulated for external induction system.

ergy cost induction heating can dramatically reduce energy consumption during the preheating
phase. Because of many energy is spent in accumulated energy of the diathermic oil system
and in circulating circuit for it the total energy for the preheating phase is reduce by also the
53[%] as is shown in figure 1.10 Cooking is the process that use heat to prepare (and modify)

a certain food. The science of cooking is based on the concept of transformations. Food is
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Energy spent during the prehating

-53%
=1
=
—
e ' o
o Induction
= Bt R, ) R P SN PR S S R I L =]
1 rechucTiomn
nt]
| " | ll l
Tota oil Enw. Oil Faper Losses
[losses) {loss) [acc) (drying) ([circuig

Where isspertthe energy?

Figure 1.10: Pre-heating energy consumption analysis: induction heating (inner and outer) compared to

classical diathermic oil heating.

mainly composed by carbohydrates, fats, protein and water. A cooking process consists pri-
marily of transformations of these components to obtain a final product that is different from
its ingredients. In cooking evaporation is one of the most important process and typically varies
the modification of shape (density) and of consistency of the material (porosity). Flavour are
one of the most important details of cooking. The chemicals responsible for flavor perception
must be released from the food matrix and transported to the flavor receptors in the mouth
and nose. The overall process is governed by the chemical properties of the flavor compounds,
the nature of the food matrix and the physiological conditions of the mouth, nose and throat
during food consumption. These factors combine to determine the concentrations and rate at
which the flavor chemicals reach the receptors, thus creating the characteristic flavor profile
of a food. Moreover, the temperature reached by food can improve or weak the flavors and
taste of it. Overcooking can destroy flavor and nutrients. So it is crucial to cook to retain
nutrients, flavor, color, texture and overall appeal. Cooking cannot improve poor-quality foods,
but it can enhance the flavors of high-quality foods. More precisely some physical and chemical
parameters can affect the taste and flavour of food. Among the others we can mention the

following:

e Dilution effect: transfer of volatile compounds from mouth to nose involves dilution (from
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10 to 100X lower concentrations in nose than in-mouth)

e Persistence, associated with the absorption of volatile flavors on the mouth/nose/throat
lining, namely via interaction with mucus layer; to improve persistence, the final dish
should be designed to contain different components (e.g., a duck + a sauce) so that the

odorant and taste molecules are retained for different lengths of time before being released.
e Temperature (of food and tongue) — so-called “thermal tastes”
e Cooling/heating the tongue can arise the perception of tastes, even in the absence of food.

e The intensity of the sweet flavor, at the front of the tongue, increases as the temperature
rises, and the sour taste caused by cooling becomes saltier as the temperature falls. In
particular, the perception of thermal sweetness is greatest in the tip of the tongue while

thermal sourness is most clearly perceived on the sides of the tongue

So Cooking, which is the art of preparing food for consumption with the use of heat, plays an
important role in production of flavor on foods. Moreover, a perfect control of temperature
during the cooking or reheating process of food can preserve not only the flavor(s) but also the
texture, colors and nutrients in such a way to eat a perfect meal. Starting from these first ideas
about the most important features affecting the quality and hence the flavor of food, we propose
a specific research project dealing with the improving of flavor on food using a perfect control
of temperature during cooking by using microwave heating. Microwave (MW) is a fast heating
method using electromagnetic sources which are able to act directly inside the food. This is the
reason why MW heating is so fast and so healthy. The heat sources inside the food have two
different advantages: to put inside the food high values of power density and to increase the
temperature by inside avoiding overheating and burning of food surface. Flavor release is the
process through which specific molecules move out of a particular environment within a food
into the air and/or the saliva or vapor phase [(]. In order to increase the flavor persistence, it is
of paramount importance both to hamper their release when they are quite volatile species and
to favor their emission when they are not volatile and/or embedded in some macro-molecular
domains. A number of different strategies can be exploited to trap these molecules, namely
by extraction, by playing with molecular interactions, by compartmentalization (micro- and
macro-), by adding flavors and by designing chemical reactions in such a way that flavors are

¢

formed in the food itself. However, the “world” of flavors and flavor generation/release is quite

troublesome due to the specific features of each food, its chemical components/nutrients, the
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average taste of different people (e.g., Italian, Japanese, Chinese, Mexican etc), the individual
taste including the physiological and genetic aspects (mouth volume, saliva flow rate and air
flow rate through the mouth and nose). Another issue to consider is the typical mechanisms
governing flavor release, such as partitioning, inter-facial mass transport and diffusion. Al-
though the theory behind these factors is quite understood, applying them to the situation
in-mouth during eating is difficult. This is because key parameters, such as surface area and
flavor concentrations in the gas (i.e., air in the nose-mouth) and liquid (i.e., saliva) phases,
change rapidly with time as a result of the physiological processes while eating. Furthermore,
individuals vary in their rate of breathing, swallowing and salivation, which affects the trans-
port of flavors from saliva to receptors on the tongue and in the nose. In this initial phase of
the work, we will update in the field by exploring both scientific-technical papers and patent
literature In home appliances, but also in industry, the main mechanism that allow to cook a

certain food are the same seen before in the first part of that work:

e convection

e radiation heat transfer
e direct conduction

e air impingement

e microwave and radio-frequency heating

That work is focused on microwave heating and radio-frequency heating. Cooking is probably
the most older process in food industry, and also its kernel, but nowadays the heating and
thawing process are becoming two extremely important famous and innovative [37]. Preserve,
store and regenerate cooked food is becoming an important concept in food sector. The main
problem is the quality of the final product. In chapter 7 a thawing process is analysed. The main
problem of using a general purpose domestic oven is the difficulty to reach high efficiencies and
high final quality product in therms of uniformity and average temperature. Regeneration and
thawing are a complex processes where many phenomena occur: heating, drying (evaporation
and vaporization), defrosting (phase change of ice). We designed in chapter 7 a new cavity for

a practical problem: regeneration of vegetable-ready meals.
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Electromagnetic problem

2.1 Electromagnetic waves

The main feature of EPM is the capability of directly heat materials, this is possible
because the medium to which energy must be transferred is also the medium in which the

electromagnetic field is generated.

2.2 Maxwell’s Equations

The set of equations is the work of synthesis done by the Scottish mathematician and
physicist James Clerk Maxwell (Edinburgh, 1831 - Cambridge, 1879) [60] [61], who published an
early form of the equations that included the Lorentz force law (Fp, [%]) as the combination of
electric and magnetic force on a point charge due to electromagnetic fields. The modern form
of the equations in their most common formulation is credited to the mathematician Oliver
Heaviside (London, 1850 - Torquay, 1925) [65].

Maxwell’s equations are a set of partial differential equations (PDEs) that, in completion of the
definition of Lorentz Force, form the theoretical basis of classical electromagnetism.

The equations provide a mathematical model for all electromagnetic processing of materials.
Maxwell’s equations describe how electric and magnetic fields are generated by charge densities
(p [%]), current densities (J [%]), and changes over time of electric field (%—Pt] []) and

magnetic field (%—]? [£)).
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V- D=p (2.1)
V- B=0 (2.2)
VXE:—%]:) (2.3)
VxH:J—i—(?;) (2.4)

Equation 2.1 is the differential form of the Gauss’s theorem for electric field (E [%]) and
displacement field (D [%]) It claims that the divergence of the electric field is proportional
to the volume charge density (p [%]) and at the same time inversely proportional to the
permittivity (e [%D of the medium because there is a relationship between the electric field
and the displacement field as in equation 2.8. It is important to remember that more generally
permittivity of a certain medium can be expressed as the product of permittivity of free space

(2.5) and relative permittivity of the medium.

1 F
€ = 5 ~ 8.854187 |::| (2.5)
HoCh m

where the magnetic permeability of the vacuum can be expressed as in equation 2.6.

H
po = 4m - 1077 {} (2.6)
m
and the speed of light in vacuum is
co ~ 299792458 [%] (2.7)

In electromagnetism, the relative permittivity €, is a measure of the electric polarizability of a
dielectric material with respect to the ability to polarize of the vacuum. A material with high
permittivity polarizes more in response to an applied electric field than a material with low
permittivity.

& =—" = (2.8)

In addition to the differential form the integral form is often used to describe and better under-

stand the Gauss’s Law for the electric field. It affirms that the flux of the electric field through
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an arbitrary closed surface 0 is proportional to the electric charge (@ [C]) contained in the
domain € which the closed surface is the support as shown in figure 2.1. The distribution of

the charges does not influence the value of the flux of the electric field.

(2.9)

Figure 2.1: Gauss’s theorem for electric field. Electric flux through an arbitrary surface 052

Equation 2.2 is the differential form of the Gauss’s theorem for magnetic field (B [17).
It states that divergence of a magnetic field is every time equal to zero, in other words that
magnetic fields are solenoidal vector fields.
Helmbholtz’s theorem, [7] also known as the fundamental theorem of vector calculus, states that
a three dimensional vector field F can be decomposed into the sum of an irrotational vector

field and a solenoidal vector field:
F=-V®+VxA (2.10)

If 2.10 and 2.2 are combined, than it possible to describe the Gauss’s theorem also with the
magnetic vector potential (A [%]) Magnetic vector potential is essential for the resolution of

electromagnetic fields by numerical methods (computational electromagnetism). It is important
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to highlight that A is generally a three-component vector if the magnetic field B (or H) has

three components.

B=VxA (2.11)

Equation 2.2 can be also represented with its integral form:

(I)(B)://aQB-dS:O (2.12)

Equation 2.12 demonstrates the non existence of magnetic mono-poles. If we consider a
simple magnet, made up by two poles, a north and a south, it is possible to generally define,

as before done for the electric field, a close surface 02 as shown in figure 2.2
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Figure 2.2: Gauss’s theorem for magnetic field. Magnetic flux through an arbitrary surface 02

In 1831 Faraday discovered electromagnetic induction phenomenon, simultaneously, but
independently Joseph Henry published same results about interaction between magnetic field
and electric circuits [23] and the generation of electromotive forces (f.e.m. [V]).

The Maxwell-Faraday equation 2.3 describes the fact that a time-varying electric field always
generates a time-varying magnetic field. At the same time, obviously, the equation can be read

in the opposite verse: in other words that a time-varying magnetic field always generates a
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time-varying electric field.
In electromagnetic processing of materials that equation is probably the most relevant to de-
scribe Induction Heating (IH) treatments and devices, where a time-varying magnetic field (%—]?)
[%] is used to generate an electric field into the surface of a conductor material, and therefore
to transfer power directly to the work piece.
The Maxwell-Faraday equation can also be written in an integral form 2.15 by the Kelvin—Stokes
theorem [29], that is made explicit in equation 2.13, where A is a general vector field:

// (VxA)-dS= A -dl (2.13)

by 2>

To better understand Faraday Law is useful define the Magnetic Flux ®p for any surface X

whose boundary is the given loop 0% as shown in figure 2.3

(I)B://EB-dS (2.14)

And then it is possible to get the equation:

0B
E-dlz—//-ds 2.15
y{?z 5 Ot (2.15)

Figure 2.3: Faraday’s theorem. Magnetic flux through an arbitrary surface 3. The line integral around 9% is

called circulation

In classical electromagnetism, Ampere’s circuital law relates the integrated magnetic

field around a closed loop to the electric current passing through the loop. In 1861 James Clerk
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Maxwell [59] derived it using hydrodynamics analysis. After only four years he generalized the
equation to with time-varying currents by adding the displacement current term (Jp [%]),
resulting in the final form of the law, many times called the Ampere-Maxwell law, which is the
fourth Maxwell’s equation 2.4. The integral form of the original circuital law is a line integral
of the magnetic field around an arbitrary closed loop 0X. The closed loop is the bound of a
surface > which the electric current concatenates.

In terms of total current, the line integral of the magnetic magnetic field (B [T]) around the
close curve is proportional to the total current (I.one [A]) passing through the surface 3. The

equivalent form of Ampere-Maxwell law is presented in equation 2.16

H-dl://J-dl (2.16)
ox >

If a displacement field is considered it is possible to extend the Ampere-Maxwell equation

making explicit the displacement term. Equation 2.4 becomes:

D
VXH—JC+Jd—JC+88t (2.17)

where J. [%] is the current density due to free charges and (Jp [%]) is the displacement
density due to the presence of a dielectric material. At the same way it is possible to re-write

equation 2.16 as equation 2.18. Figure 2.4 shows typical extended problem.

H-dl:// <JC+8D) dl (2.18)
o%. > ot

As already introduced in the previous pages the Lorentz Force completes Maxwell’s
equations and together with them forms the kernel of electromagnetic theory. Lorenz Force is
the combination of electric force and magnetic force on a point charge due to electromagnetic
fields. A particle of a certain charge (¢ [C]) moving with a certain velocity field (v []) in an

electric field (E [%]) and a magnetic field (B [T]) experiences a force that is the effect of all

three vector fields as shown in equation 2.19 and figure 2.5.

F=q(E+vxB) (2.19)

The four Maxwell’s equations 2.12,2.9,2.15,2.16, along with Lorentz Force law 2.19, are

enough to derive everything in classical electromagnetism [24]:

8‘1’”3:74 (E+vxB)-dl (2.20)
at .
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Figure 2.4: Ampere-Maxwell’s law. Current flux through an arbitrary surface . The line integral around 9%

is called circulation of magnetic field
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Figure 2.5: Lorentz Force. Sum of electric field and magnetic-velocity fields interaction
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2.3 Solution of Maxwell’s equations

Maxwell’s equations are PDEs that relate the electric and magnetic fields to each

other and to the electric charges and currents. Often, the charges and currents are themselves

A. Marconi PhD Thesis 35



Chapter 2 Electromagnetic problem

dependent on the electric and magnetic fields via the Lorentz force equation and the constitutive
relations as seen in the previous pages. These all form a set of coupled partial differential

equations which are often very difficult to solve.

As for any differential equation, boundary conditions (BC's) and initial conditions (IC's)
are necessary for a unique solution. In many cases that the present work want to deeply analyze,
Maxwell’s equations are solved in a finite region of space (1D,2D and/or 3D). In many real-life
cases the most difficult part of the work is to define appropriate conditions on the boundaries
of that region to represent the physics of the problem as correctly as possible.

Computational electromagnetic with its numerical methods for differential equations could be
used to compute approximate solutions of Maxwell’s equations. Nowadays the most import,
and maybe most famous way to analyze and design devices and process for EPM is the so-called

finite element method (FEM).

Before defining the approximate problem it is useful to try to solve simultaneously the

four Maxwell’s equations [24]. Starting from equations 2.2 and 2.3 it is possible to write:
0
VXE:—E(VXA) (2.21)

where A is the magnetic vector potential, and therefore after having defined a scalar potential
¢ and, as it is possible to do for electrostatic problems, where if V x E = 0 than E = —VV

now it is possible to re-write the previous equation as:

E=-V¢— aa? (2.22)

Solving two of Maxwell’s equations, equation 2.22 suggests that to describe the electro-
magnetic fields E and B, are necessary four degrees of freedom: a scalar potential (1D-vector)

¢ and a vector potential A (3D-vector).

Now it is possible to define a new vector potential and a new scalar potential without

changing the behaviour of electromagnetic fields:

9y

A =A+Vy, ¢ = ~ o

(2.23)

Considering equations 2.1 and 2.22 it is possible to get the relation between potentials

and electric sources:
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Ov.a-L g (2.24)

J— 2 — —
Ve ot €

Maxwell’s fourth equation 2.4, remembering that B = yH and that ¢ = ,/i, can be

rewrote as:

OE J
2 —_—_— — — =
FVxB- 2 =" =0 (2.25)

and finally considering the potentials of electric and magnetic fields it is possible to get

the final formulation for a general electromagnetic problem:

0 0? J

22 2

— A DAY+ = A-== 2.2

c“V*A +c°V (V )+8tv¢+6t2 . 0 (2.26)
Equation 2.26 is the complete form. It fully describes the electromagnetic field and for

that reason it is many times called Full Wave Formulation. That equation is not easy to be

solved and to be understood. It’s possible at that point to choose a Gauge (Gauge’s Fixing),

or in other words to choose the value of V - A. Considering now the so called Lorenz Gauge

[53]:
194
VA=-—5o- (2:27)

It possible to rewrite equation 2.26 as:

v2 oy Y
A 02 t2 + C2 c — 0 (228)

and equation 2.24 as:

V23— Sz =0 (2.29)

2.4 Material Laws

As already introduced in the previous section, Maxwell’s equations together with
material laws and boundary conditions offer the capability of solving electromagnetic fields
problems. That section will try to summarize main material laws, also introducing some models

that try to describe non-linearities that characterize main EPM problems.
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2.4.1 Magnetic Permeability

In electromagnetism, permeability is the measure of magnetization that a material
obtains in response to an applied magnetic field. Heaviside in 1885 coined the term. There
are important differences about the definition of magnetic field as function of the scale of the

problem Macroscopic vs Microscopic.

In the macroscopic formulation of electromagnetism, there appears two different kinds

of magnetic field:

e the magnetizing field (H [%]) which is for our applications generally generated by currents

(conduction of free charges and displacement)

e the magnetic flux density (B [T']) which causes electromagnetic induction.

This work will not deeply analyze the magnetism problem and because of typical problems
faced with accepts a simple proportional relationship between the magnetizing field and the

magnetic flux density, than the magnetic permeability can be considered as:

r=g (2.30)

and considering the magnetic permeability of the vacuum 2.6 it is possible to define the dimen-

sionless relative magnetic permeability (u, [—]) as:

I B
Hr = —

In the microscopic formulation of electromagnetism there is not the definition of a mag-
netizing field.
The vacuum permeability pg directly relates total electric currents and time-varying electric
fields to the magnetic flux density field they generate. In order to represent the magnetic re-
sponse of a linear material with permeability u, this instead appears as a magnetization M that

arises in response to the B field:
1 1 —
M = ( - > B= (““O> B (2.32)
po  p 4110

Magnetic permeability is a property of materials in which time-varying magnetic field

has a certain distribution in space. Radio-frequency heating and Microwave heating processes
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are characterized by non-conductive and dia-magnetic materials, such as, water, wood, biolog-
ical materials and fibers. Induction heating processes instead use conductive materials that
may present para-magnetic behaviours such as steels or dia-magnetic materials such as cop-
per, graphite and silver. A synthetic list of main materials and their relative permeability is

presented in table 2.1. For

Relative magnetic permeability (constant)
Material Dia-magnetic | Para-magnetic
Water 0.999992 -
Copper 0.999994 -
Vacuum 1 -
Aluminium - 1.000022
Steel AISI 312 - 1.001
Steel AISI 304 - 1.004
Steel AISI 403 - < 900
Ferrite (3C90) - 2100
Cotton fiber ~ 1 -
Wood ~ 1 -
Food (general) ~1 -

Table 2.1: Relative magnetic permeability (constant) for some typical dia-magnetic and para-magnetic materials

used in EPM. Values measured at frequencies lower than 1 [M Hz] and magnetic fields lower than 1000 [2]. [37]

[76] [79]

For many real life cases relative permeability varies with magnetic field amplitude as

shown in figure 2.8.

pr = f (IH]]) (2.33)

When a non-linear behaviour of the magnetic permeability is considered, many times it is
possible to define a mathematical model that helps to model saturation behaviour, for example
for steels or ferrites that are commonly used in induction heating devices and processes as
work-piece to be heated or as flux concentrators. A simple but extremely efficient model to
take into account analytically magnetic non linearities is proposed in equation 2.34 and its main

parameters are itemized in table 2.2.
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Figure 2.6: Magnetic flux density (|B|) and relative magnetic permeability (u,) as function of magnetic field
(JH]). (a) is a behaviour with a Bs = 1.6 [T] ; (b) is a behaviour with a Bs; = 2.0 [T']. The curves are obtained

with a standard knee correction (o = 1).

Bl = ol + 22t (Dol 050
Parameter Symbol  Unit
Flux density Saturation By [T]
Initial relative permeability ro -]
Knee correction o' [—]

Table 2.2: Saturation behaviour of magnetic field. Parameters for the analytical model presented in equation

2.34.

Equation 2.34 may be used to approximate a certain curve material with its closest
analytical tangent-function, that for example minimize the residual between analytical function
and measured data. In Figure 2.7 the red line curve is obtained with a simplex minimum search
method. If a material is characterized by a BH-Clurve is characterized by n samples of magnetic
flux density (y; [T]) for a certain limited magnetization field range (z,, — 1 [%]) , 1t is possible

to find the approximate function f that has the same form as in equation 2.34.

§=S" (i~ f (@) (2.35)
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Figure 2.7: Ferrite 3C90 [36] measured BH Curve behaviour and Analytical behaviour 2.34 of magnetic satu-

ration that minimize root mean square residual (RMR).

where
f = f (B&Nroa 05) (2.36)

*

The problem consequently becomes to find B}

, iy and o that minimize the sum of square
residuals. For that purpose it was used of Lagarias method, that is a direct search method that

does not use numerical or analytic gradients [50].

min S = (B}, uy, ™) (2.37)

Some materials, for example Mn-Zn ferrites vary their permeability if the frequency

varies as shown in figure 2.9.
pr = f(w) = f(2nf) (2.38)

When a non linear correlation between frequency and magnetic field exists, typically the per-

meability is modeled with its complex form, than u is a complex operator:
1t = Ho (ur - W) (2.39)

If a complex permeability is considered it is useful to understand the meaning of the argument
of the complex permeability. While at low frequencies in a simple linear material (typically

also at low field for conductive materials) the magnetic field (H) and the magnetic flux field
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Figure 2.8: Magnetic flux density (|B|) and Relative magnetic permeability (u,) as function of magnetic field
(JHJ). (a) is the material Fluxtrol 50 ; (b) is the material Fluxtrol 100. [38] [37]

(B are proportional to each other through the scalar permeability, at high frequencies these
quantities will react to each other with some lag time. These fields can be written as phasors

with a certain time-lag (J [s]), such that:

B BO —id
e U 2.40
hNEETH, S (2.40)
At the end the complex relative permeability by Euler’s formula can be written as:
B / 1"
oy = HOZO (cos(0) — isin(6)) = p, — ip, (2.41)

where

e (2.42)

Mo

The ratio of the imaginary to the real part of the complex permeability is called the loss tangent
tan () that provides a measure of how much power is lost in material compared to how much is
stored in material. For that reason in the last years, especially for induction heating problems at
high frequencies, (f > 1 [M Hz|) modeling the permeability with its form is becoming extremely
efficient and also affordable. The main problem remains the leakage of complex permeability

at high frequencies

2.4.2 Dielectric Permittivity

The dielectric permittivity(e [F/m]) is a measure of the electric polarizability of
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Figure 2.9: Complex relative permeability as function of the frequency for Mn-Zn ferrite. (a) Real part ( ,u,;) and
imaginary part (,u;) of relative magnetic permeability as function of frequency (f) ; (b) Modulus (y/p,2 + p,2)

and loss tangent (tan ‘;—’,) of relative magnetic permeability as function of frequency (f). [69]

T

dielectrics and it will be analyzed deeply in Chapter 2. Higher is the permittivity more the
material polarizes in response to an external electric field E and consequently more energy is
stored in the material. In the simplest case, the electric displacement field D resulting from an
applied electric field (E) is

D =¢E =¢,.¢E (2.43)

More generally, the permittivity is a thermodynamic function of state [51]. It can depend
on properties of electric field, such as: the frequency, magnitude, and direction The relative
permittivity €, is the ratio of the absolute permittivity € and the vacuum permittivity €y and
is directly related to the electric susceptibility:

The electric displacement field represents the distribution of electric charges in a given medium
resulting from the presence of an electric field. This distribution includes charge migration and
electric dipole reorientation. Generally a material cannot polarize instantaneously in response
to an applied field, and so it is useful to define a more general formulation for the polarization
field (textbfP) as function of time, and after Fourier transformation it can be expressed as

function of frequency:

P(w) =ex (W) E (W) =e[l -6 )] E (W) (2.45)
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At the high-frequency limit, the complex permittivity is commonly constant and limited
(éco [—])- At lower frequencies instead dielectrics behave as conductors, and the permittivity

can be approximated with the static permittivity (es [—]):

wh—>noloe = €co (2.46)
lim € = ¢ (2.47)
w—0

For intermediate frequencies instead, because of in frequency domain electric and displacement
fields can be expressed by phasors, than the permittivity must bu a complex operator and that
implies as the frequency increases a measurable phase difference (6 [deg]) emerges between D
and E:

Doe™ ™! = ¢ (w) - Ege™ @0 (2.48)

and finally it possible to rewrite the permittivity as a complex operator:

D . . ’ "
€(w) = Fge_“s =|ele™™ =€ (w) —ie (w) = |e|(cosd —isind) (2.49)

where € represents the real part of complex permittivity, ¢’ represents the imaginary part of

complex permittivity and tand is the loss factor as defined in the next equation:

1"

tand = (2.50)
€
Materials can be classified in first analysis according to their complex permittivity (e (w)
[F'/m]), comparing of its real ¢ and imaginary € parts. An ideal conductor has infinite con-
ductivity,
Oc = 00 (2.51)

while a perfect dielectric is a material that has no conductivity at all adn for that case is a
lossless media:

04=0 (2.52)

Generally, if a simple lossy material is considered, it is possible to describe the total current
density as the sum of conduction currents and displacement current, and taking advantage of
Ampere’s Law 2.4:
oD
VXH:Jt:UE—i—E:JC—i—Jd (2.53)
And considering the full complex form of the permittivity as proportional coefficient for the
displacement field:

J: = |:U + iwe (e; - zel)] E = iwep [(e; — ’LE;:) — ia} E (2.54)
weQ
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Equation 2.54 can be modified again to highlights displacement dielectric effects and conductive

1 (U -+ 6’“)] (2.55)
wege, €

And again, as we did for equation 2.50 it is possible to define another loss factor that takes into

effects:

. I
Ji: = iwepe, E

account the conduction of free charges and the displacement of charges:

tany = ? -+ tand (2.56)
WEQE,.

And finally obtain the final law in a dielectric medium for the current density, that is also

represented in the figure 2.10:

J; = iwege, E[1 — i (tan )] (2.57)

=

Figure 2.10: Phasor diagram of a dielectric material subjected to an alternative electric field.

A dielectric lossy material is characterized by tan é > 0 and that, as the name suggests,

causes losses inside its volume because, if an electric field E is applied to it:
s = Re(s) + iJm(s) = B - J' = wege, |E|? (tany — 4) (2.58)

and therefore the active power is the real part of the complex power. The imaginary part of a
dielectric material together with its conductivity expresses the total power losses density (wy,
[W/m3] of it:

wy, = wege, |E|? tan y (2.59)
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A synthetic list of some relevant materials used in EPM and their relative permittivity is

presented in list 2.3.

Relative permittivity (constant @20[degC'])
Material € tan o
Vacuum 1 0
Water (distilled) 7 0.157
ABS 2.75 (2-3.5) | 0.012 (0.00500-0.0190)
PTFE (Teflon) 2.1 0.00015
Pyrex (Glass) 4.7 (3.7-10) 0.0054
PE (Polyethylene) 2.25 0.00031
Mica 4.5 (3-6) 0.0003
PP (Polypropylene) 2.3 (2.2-2.36) 0.00033
Neoprene Rubber 4 0.034
Balsa Wood 1.22 0.1
BeO (Beryllium Oxide) 6.7 0.006
Ice (distilled) 3.2 0.0009
PEEK (Polyether-ether-ketone) 3.35 0.003
GaAs (Gallium Arsenide) 13.1 0.0016

Table 2.3: Relative dielectric permittivty (constant) for some typical materials used in EPM. Values measured

at a frequency of 1 [GHz]. The table shows the relative permittivity and the loss factor.[47] [66] [25]

Figure 2.11 shows that different material responds differently at the same electric field.

For example water is characterized by high dissipation factor (high dissipated energy density)

and high relative permittivity (high stored energy) and for that reason is a goof material for RF

and MW heating. Teflon conversely is characterized by low dissipation factor (low dissipated

energy density) and low relative permittivity (low stored energy) and for that reason is a good

insulator in RF and MW heating devices.

2.4.3 Electrical Conductivity

Volume resistivity (p [(2m]) measures how strongly a material resists electric current.

An ideal insulator is characterized by an infinite electrical resistivity, instead an ideal conductor

by a electrical resistivity equal to zero.
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Figure 2.11: Dielectric permittivity comparison of several materials 2.3 . (a) shows real part and imaginary
part of dielectric permittivity. (b) shows relative permittivity and loss factor, or in other words, stored energy

and dissipated energy if an electric field is applied (JE| = 1[V/m]).

s

21) is the reciprocal of electrical resistivity and it represents

Electrical conductivity (o [

a material’s ability to conduct electric current
1

If an idealized piece of conductive material is considered (cross-section (¥ [m?]) and physical
composition of the examined material are uniform across the sample (p = p* = const), and
the electric field (E) and current density (J) are both parallel and constant everywhere the
work-piece) it is easy to get a simple relation between the so called Electrical Resistance and

conductivity of the piece:

o= (2.61)

where [ is the length of the piece.

It is possible to generalize for less ideal cases: when the geometry is not constant or

when the current density field and the electric field vary in different parts of the material:

J=0E (2.62)

Electric current is the ordered movement of electric charges. These charges are called

current carriers. In metals and semiconductors, electrons are the current carriers; in electrolytes
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Electrical conductivity(constant @20[degC')
Material o [wm)]

Silver 1.59-107%
Copper 1.68-1078
Aluminum 2.65-1078
Iron 9.70- 1078
Carbon steel 1.43-1077
Titanium 4.20-1077
Stainless steel 6.90-1077
Graphite 4.00-1076
GaAs (Gallium Arsenide) 1.00- 1073
Water (dist) 1.80-10%°
Glass (Pyrex) 1.00- 10T
Air (dry) 1.00 - 10+1°
Wood (dry) 1.00 - 10716
PET 1.00- 1012
PTFE (Teflon) 1.00 - 10+2

Table 2.4: Electrical resistivity (constant) for some typical materials used in EPM. Values measured at a

frequency of 0 [Hz| and environment temperature. [73] [58] [18]

and ionized gases, positive and negative ions. In the general case, the current density of one

carrier is determined by the average speed (< v > [m/s]) of a certain charge density (nq [C/m?])

j=gm<v> (2.63)

The band theory offers a good theoretical model to fully understand the conduction
phenomenon [12]. According to elementary quantum mechanics, electrons can possess only
certain discrete energy values, values between those quantized values are not permitted. Because
of the number of atoms in a solid is a very large number, the number of orbitals is very large
and thus they are very closely spaced in energy so the energy of the adjacent levels is so close
together that they can be considered as a continuum, an energy band. A metal consists of
a lattice of atoms, each with an outer cloud of electrons that can travel through the lattice.
Metals can conduct electric currents: when an electrical potential difference (0¥ [V]) is applied

across the metal structure, the resulting electric field (E [V/m] causes electrons to drift with

A. Marconi PhD Thesis 48



Chapter 2 Electromagnetic problem

a low velocity. However, because of the number of electrons is very high it results in a large

current density (j [C/s]).
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Figure 2.12: Electrical conductivity comparison of several materials. 2.4

Most metals have electrical resistance. In simple, non quantum mechanical models,
electrical resistance can be explained by replacing electrons and the crystal lattice by a wave-
like structure. When the electron wave travels through the lattice, the waves interfere, which
causes resistance. The regularity of the crystal lattice is related to the resistance. The resistance

is thus mainly caused by two factors:

1. by the temperature and thus amount of vibration of the crystal lattice. Higher tempera-

tures cause bigger vibrations, which act as irregularities in the lattice.

2. by the purity of the metal is relevant as a mixture of different ions is also an irregularity.

In general, electrical resistivity of metals increases with temperature. Electron—phonon inter-
actions can play a key role. At high temperatures, the resistance of a metal increases linearly
with temperature. As the temperature of a metal is reduced, the temperature dependence of
resistivity follows a power law function of temperature. Mathematically the temperature de-
pendence of the resistivity (p) of a metal can be approximated through the Bloch—Griineisen

formula for transition metals [28]:

3 H T
p@=p0+ () [ i (2.64)
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The electrical resistivity of most materials changes with temperature. If the temperature

(T [K]) does not vary too much, a linear approximation is typically used:

p(T) = po[l+a(T—Tp)]

@, Vs Temperature

(2.65)
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Figure 2.13: Electrical conductivity (oe [S/m]) as function of temperature (T [degC]) as in equation 2.65.
Red lines are good conductors used as electrodes or inductors, magenta lines are typically induction heated

conductors, black lines are semiconductors.

In metals, the Fermi level lies in the conduction band giving rise to free conduction
electrons. However, in semiconductors the position of the Fermi level is within the band gap,
about halfway between the conduction band minimum and the valence band maximum. In
electric insulators electric current does not flow freely because its atoms have tightly bound
electrons which cannot readily move. Most insulators have a large band gap. This occurs
because the valence band containing the highest energy electrons is full, and a large energy gap
separates two consecutive bands. There is always some voltage (called the breakdown voltage)

that gives electrons enough energy to be excited into this band. Once this voltage is exceeded

the material ceases being an insulator, and charge begins to pass through it.
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3.1 Transfer of energy

In EPM processes another important phenomenon is the transfer of internal energy.
Heat transfer, in engineering, concerns the generation, use, conversion, and exchange of heat

between physical systems. Heat transfer is mainly classified into four mechanisms:
e conduction
e convection
e radiation
e phase change
e advection

In EPM thy often occur simultaneously in the same system: for example, in a drying process

of porous media at least four of the above mechanisms are extremely relevant.

3.1.1 Heat conduction

Heat conduction, also called diffusion, is the direct microscopic exchange of kinetic
energy of particles and lattice waves. In physics it is well know that heat spontaneously flows

from a hotter to a colder body: When a first body is at a different temperature (77 [K]) from
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second body (7% [K]) or its surrounding environment (7¢,, [K]), heat naturally flows so that

the body and the surroundings reach a certain thermal-equilibrium temperature (T, [K]).

T, =Ty = Tome (3.1)

The second law of thermodynamics establishes the concept of entropy (S [J/K]). En-
tropy variation defines the direction of spontaneous processes, and determines if they are ir-
reversible or impossible. The second law defines that the entropy of isolated systems cannot
decrease because they converges to a state of thermodynamic equilibrium.

_ 6Qrev > 57Q (32)

d
S T - T

In conduction, the heat flow is within and through the body itself, that means that is directly
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Figure 3.1: The second law of thermodynamics. The classical Carnot heat engine.

the medium that transports energy. On a microscopic scale, the internal energy diffuses due
the interaction between atoms, molecules and adjacent particles. The kinetic and potential
energies are transferred directly between particles. The mechanism of energy transfer can be

distinguished according to the type of material and the mechanism as in table 3.1.

Fourier’s Law

The law of heat conduction, also known as Fourier’s law, states that heat flux (g

[W/m?]) is proportional to the temperature gradient in the space and to the thermal conduc-
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Energy transfer (conduction)

Material Mechanism

Fluids Elastic impact

Conductors | Free elecron diffusion

Insulators Phonon vibration

Table 3.1: Energy transfer mechanism and material type

tivity (A [W/(m % K)]), as written in equation 3.3:

q=-\VT (3.3)

Heat conduction equation ca be more generalized: the heat equation. It is a partial
differential equation which solution is the so called caloric function. In 1822 Joseph Fourier

modeled heat flux through a given region (£2).

If a general point in the 3D-plane P = (x,y, z, t) is considered, it is clear that its function
of 3 spatial variables (s = (z,y, z)) and of the time (¢). In that case it is possible in mathematics

to define the so called Laplacian of a certain function (u):

ou 9 Pu  *u  0%u
— - e Tl 34
gr ~ OV u=e (8:132 T T 9 (34)
It is clear that equation 3.3 is a particular form of eqaution 3.4, therefore:
q(s,t) = —AVT (s,t) (3.5)

and if we consider that internal heat energy (Q (s, t) [W/m3]) is the expression of energy, than
the time derivative of internal heat energy is proportional to the rate of temperature change of

the material and the material properties:

X (3.6)
where C), [J/(kg * K)] is the specific heat capacity of a material at constant pressure and p
[kg/m?] is the density. Considering a small domain as in figure 3.2 it is possible to apply the law
of conservation of energy and it is possible to consider, more generally, an energy generation,

or heat source (w [W/m?]) in the domain:

0Q _ (%4 0a 9dq \_
ot <8$ * dy = 0z +> - (37)
0Q _ _gg—_ L v.(-AvT) =
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and finally obtain the final form of Fourier equation:

T
pCa

= Y.VYT —w = .
gy ~V VT —w=0 (3.9)

g

Figure 3.2: Fourier’s law of heat conduction. Infinitesimal volume dx,dy,dz. In figure asre shown: the heat
fluxes (w [W/m?]) for the three tensors of the space. The energy generation term (w, [W/m?]) and the stored

energy term (Es; [W]).

3.1.2 Heat convection

Convection is more generally the transfers of energy due to the bulk flow of a fluid, in
liquid or gas phase and the heat diffusion. The former is called conduction, the latter advection.
All convective processes also move heat partly by diffusion, as well. The flow of fluid may be
forced by external processes, or sometimes by buoyancy forces caused by local variation of
fluid density. For that specific case we can distinguish two main kinds of convection: natural
and forced convection. In RF and MW process typically the body that we want to heat
and (or) dry is placed in an environment in which air is typically in contact with the body
surfaces. Natural convection is caused by buoyancy forces due to density differences caused
by temperature variations in the fluid. At heating the density change in the boundary layer
will cause the fluid to rise and be replaced by cooler fluid that also will heat and rise. This
continues phenomena is called free or natural convection. Forced convection occurs when a
fluid flow is induced by an external force, such as a pump, fan or a mixer. That is typical in
hot air drying applications where air is forced on a material sample (for example wood, leather,

textile fibers, etc.) because of air is the vector of the transport of energy and of the humidity
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T 2T 2 Ty

Figure 3.3: Convective Heat Transfer mechanism between a cold body and hot external fluid.

(water vapor). Boiling or condensing processes are also referred to as a convective heat transfer
processes. The heat transfer per unit surface through convection was first described by Newton
and the relation is known as the Newton’s Law of Cooling. The equation for convection can be
easily expressed as:

Qcom; = a\T (3.10)

Newton’s law is a particular solution of the heat transfer problem. It makes possible to obtain
a global relationship between energy exchange from an external fluid environment (in motion
of fixed) and a fixed body. In table 3.3 are presented several value for the heat convection

coefficient (. [W/(m? x K)]). Using equation 3.10 it is possible to get a synthetic solution for

Convective Heat Transfer Coefficients
Type of convection Fluid min o, [W/(m? % K)] | maxa. [W/(m? * K)]

Free Air, Dry vapors 5101 103

Free Water 5- 10! 3-10°
Forced Water 10t 103
Forced Water 5-10! 10*
Boiling Water 3103 10°
Condensating Water and Vapor 5-103 10°

Table 3.2: Convective Heat Transfer Coefficients for several fluids and type of convection mechanism

a general body affected by convective heat transfer. The global power exchanged between the
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external fluid, that has a certain temperature (T [degC]) and the body that has a certain
average surface temperature (75 [degC]) is proportional to the heat convection coefficient (.
[W/(m? % K)]). If the surface of the body is well known (S [m?]) the global power (Peony [W])
is then:
Peonw = acS (Ts - Too) (311)
In literature exist a good approximation for the convective heat transfer coefficient for air flow
is:
e = 12.12 — 1.160 + 11.6/v (3.12)
Figure 3.4 represents a good approximation for the convection heat transfer coefficient of air as

shown in equation 3.12. That equation is a good approximation in the range between 0[m/s]

and 20[m/s]. In chapter 5 equation 3.11 is used to estimate a global convective exchange

Convection HTC vs Air speed

(]
[
(5]

15 20

Figure 3.4: Convective Heat Transfer Coefficient (C-HTC) for air varying its speed (v).

coefficient («,, [W/K]) between several systems:

/ Pconv

To estimate global convective exchange coefficient it is necessary to have a good estimation of
the average body temperature. In steady state condition it is easy to get a good estimation of
convective coefficient, because of from equation 3.9 all transient therms go to zero (accumulated
power in medium may be neglected) for thermal equilibrium condition. in figure 3.5 is presented
a typical approach that may be used to estimate convection heat coefficient when hot air (or

cold air) exchange energy with a system (that may be hotter or colder than air).

A. Marconi PhD Thesis 56



Chapter 3 Thermal problem

| Specific Power Losses

LT P 25

[ i‘mo 11 f”"} =
= 20

400 (B} _: & /—_
-:sl pLE
i
? 50 70 S0 110 130 150 170
; Set Point Temperature [*C]
Air Flow Computation
T L e ————
E A0 ,——"‘-—d—-‘-—
E 2
= 50 70 %0 110 130 150 170
Set Point [*C]
(a) (b)

Figure 3.5: Estimation of convection heat exchange process. (a) Algorithm for analysis; (b) Results of estima-

tion of convection heat exchange coefficient and of air flow

3.1.3 Thermal radiation heat transfer

All heat transfer bodies constantly emit energy by a process of electromagnetic ra-
diation. The intensity of such energy flux depends upon the temperature of the body and the
nature of its surface. Most of the heat that reaches you when you sit in front of a fire is radiant
energy. Objects that are cooler than the fire emit much less energy because the energy emission
varies as the fourth power of absolute temperature. Usually, the radiant heat transfer, from
cooler bodies to hotter bodies can be neglected in comparison with convection and conduction.
But heat transfer processes that occur at high temperature, usually involve a significant frac-
tion of radiation [33]. Thermal radiation occurs through a vacuum or any transparent medium
(solid or fluid or gas). It is the transfer of energy by means of photons or electromagnetic waves
governed by the same laws. The model for the perfect thermal radiator is a so all energy that
reaches it and called black body. This is a body which absorbs reflects nothing. The term can
be a little confusing, since such bodies emit energy. Thus, if we possessed infrared vision, a
black body would glow with “color” appropriate to its temperature. of course, perfect all visible
light (and all radiators are “black” in the sense that they absorb other radiation) that reaches
them. Infrared radiation refers to a particular range of wavelengths, while heat refers to the
whole range of radiant energy [10]. A fraction, («), of the total incident energy (g; [W/m2]),

called the absorptance, is absorbed in the body; a fraction, called the reflectance (p), is reflected
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Figure 3.6: Distribution of energy on a traslucent slab. In figure are shown incident flux (g;), reflected flux

(¢r), transmitted flux (¢:) and absorbed flux (gq) by the slab.

(gr [W/m2]) from it; and a fraction, called the transmittance (7), passes through (g, [W/m2]).
And then:
a+p+r=1 (3.14)

A black body is characterize, for definition that all radiant energy incident is absorbed, so that:
Ozb_b:1:>7'b—b:pb_b20 (315)

furthermore, the energy emitted from a black body reaches a theoretical maximum, which is
given by the Stefan-Boltzmann law. The flux of energy radiating from a body (e (\, T) [W/m?])

is for the Stefan-Boltzmann law:

A
ex (0L T) = %e()\ ) = /Oe()\,T)d/\ (3.16)

where the distribution function of radiative flux in A (e (A, T) [W/m?]), or the monochromatic

emissive power, and then generalizing to a non limited spectrum:

e(\T) = /OOO e (\T) dA (3.17)

The dependence of the energy radiating from a body on with the temperature for a black
body (ep—_p, (A, T) [W/m?]) was established experimentally by Stefan in 1879 and explained by
Boltzmann on the basis of thermodynamics arguments in 1884. The Stefan-Boltzmann law

relates temperature to the Stefan-Boltzmann constant (o = 5.6704 - 1078 [W/(m2K*%)]):

€p—p = O'T4 (318)
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Radiant heat exchange

If we consider that a heated object 3.7 radiates to some other object and that both
objects are thermally black. A portion of heat leaving object 1 arrives at object 2, and A
portion of heat arriving at object 1 comes from object 2. Thus, the net heat transferred from

object 1 to object 2, Qyet, is the difference between g1 and ¢21 and then:

Figure 3.7: The net radiant heat transfer from one object to another and to the surroundings.

Gnet = 12 — q21 = Arep_p (T1) — Arepyp (Tn) = Ayo (TF — T3) (3.19)

Considering other surrounding objects that have a temperature not equal to object 1 and object
2 then a view factor (sometimes called a configuration factor or a shape factor) must be included
(Fi2):

(et = A1Fig0 (T} — T3) (3.20)

A real body at a certain temperature (7" [K]) does not emit with the black body emissive
power equals to e,_p = oT? but rather with some fraction, e, of e;_p. The same is true of the
monochromatic emissive power (e (7)), which is always lower for a real body than the black

body value given by Planck’s law. Thus, we define either the monochromatic emittance as:

ex (T)
EN= — 3.21
Y e (1) (3.21)
and finally the total emittance (€) is:+
e(T)
E= —~= 3.22
ev—b (T) (3:22)
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For real bodies, both € and ), are greater than zero and less than one; for black bodies, €, p = 1.
The emittance is determined entirely by the properties of the surface of the particular body
and its temperature. It is independent of the environment of the body. Table 7?7 lists typical
values of the total emittance for a variety of substances. Notice that most metals have quite
low emittances, unless they are oxidized. Most nonmetals have emittances that are quite

high— approaching the black body limit of unity. Kirchhoff’s law is a relationship between the

Emittance
Material Material type | Temperature range [degC| | emittance [—]
Aluminum (98% pure) Metal 200-600 0.04-0.06
Aluminum (heavily oxidized) Metal 90-540 0.30-0.33
Copper (polished) Metal 90 0.02
Copper (heavily oxidized) Metal 40 0.76
Gold (pure) Metal 90-600 0.02-0.035
Steel (polished) Metal 40-260 0.07-0.010
Steel (heavily oxidized) Metal 40 0.80
Iron (cast) Metal 40-260 0.57-0.66
Iron (wrought-oxidized) Metal 20-360 0.94
Iron (stainless-polished) Metal 40 0.07-0.17
Carbon (filament) Non metal 1040-1430 0.53
Glass (Quartz) Non metal 260-540 0.96-0.66
Glass (Pyrex) Non metal 260-540 0.94-0.74
Ice Non metal 0 0.97-0.98
Water Non metal 20 0.96
Paper Non metal 40 0.95-0.98

Table 3.3: Total emittances for a variety of surfaces (metals and non metals)

monochromatic, directional emittance and the monochromatic, directional absorptance for a
surface that is in thermodynamic equilibrium with its surroundings. Kirchhoff’s law states that
a body in thermodynamic equilibrium emits as much energy as it absorbs in each direction and
at each wavelength. If this were not so, for example, a body might absorb more energy than it
emits in one direction, 61, and might also emit more than it absorbs in another direction, 6.
The body would thus pump heat out of its surroundings from the first direction, 61, and into its

surroundings in the second direction, 6. Since whatever matter lies in the first direction would
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Emissivity vs Material Emissivity wvs Temperature
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Figure 3.8: Emittances comparison for a variety of surface materials (conductive vs not-conductive)

be refrigerated without any work input, the Second Law of Thermodynamics would be violated.
Similar arguments can be built for the wavelength dependence. In essence, then, Kirchhoff’s
law is a consequence of the laws of thermodynamics. For a diffuse body, the emittance and

absorptance do not depend on the angles, and Kirchhoff’s law becomes for a grey body:
e(T) =a(T) (3.23)

The gray body approximation can be expressed in first approximation with equation 3.23. When
we consider two detached black bodies (in first approximation) it is necessary to calculate the
black-body view factor. Considering two isothermal bodies and their infinitesimal surfaces
(dAy, dAs) and considering angles between the normal of the surface and the direction of the

heat (B1, B2) the heat fluxex between the two bodies:

Q12 = UTTf (cos B cos B2dA1dAs) s%

., (3.24)
Q12 = % (cos By cos B2dA1dAsg) &
and then the net heat flux between the two bodies is:
Qnet Ql? - QZl =0 <8 ﬁ;scos Ba dA1dAs
12 ( ) fAl fAQ (325)
Qnetsy = Qu2 — Qa1 = 0 (T} = T3) [, [4, cosﬂ;scos B2 0 Ayd Ay

Considering equation 3.20 and the definition of the view factor (F') finally the two view factor
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for the considered problem are:

Fip = A1 fA1 fAz COS,B;SCOSBZ dAldA2 (3 26)

Foy = ALQ fA2 fAl cosﬁls(:Qosﬂg dAQdAl

™

In many drying process radiant heaters are commonly used to heat products. They are partic-

| TE

Figure 3.9: Radiant exchange between two black elements.

ularly interesting when the material that we want to heat is thin (< 300[um]) but the geometry
of the radiative system and view factors are fundamental to properly exchange power. In many
cases efficiency is strictly related to the geometry of the heating chamber. In literature exist
many practical approaches to compute view factors for a preliminary heating system design. If
we consider two separated linear system of length w facing each other at a certain distance h,

that are shown in figure 3.11, the view factor is:

K> h
Fio = Fy1 =4/1+ (> - — (327)

w w
In many freeze-drying applications because of the system can’t use convection mechanism
to transfer thermal energy from an hot system to the load that it is necessary to heat and

dry, a possibility is to use high temperature resistors (Tyes > 600[degC]) as radiant bodies.
Equation 3.27 highlights that because of the power density exchanged by two linear systems is
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Figure 3.10: View factors for a typical of two-dimensional plane configuration (infinite in extent normal to the

paper)

proportional to the view factor (Fj2), if the yellow line of figure 3.11 is the hotter body (radiative
resistor) and the green line is the colder body that we want to heat and dry (absorber) the
maximum power exchanged between the two systems is obtained when the ration between the
distance and the length of the elements (p = %) is equal to zero, in other words when the
distance between resistor and sample is much lower than the length of the sample. That is
typical for example in tobacco drying industry or textile drying industry. In many practical
applications it is difficult to guarantee a narrow gap between the resistor and the load. Radio-
frequency and Microwave technologies may solve that problem. A well design of electrodes can
guarantee high efficiencies without the necessity of having the ”power generator” extremely

close to the sample that is necessary to heat and dry.

3.2 Thermal properties of food

Tto perform the various heat transfer calculations involved in designing storage and
refrigeration equipment and estimating process times for refrigerating, freezing, heating, or

drying of foods and beverages. Because the thermal properties of foods and beverages strongly
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depend on chemical composition and temperature, and because many types of food are available,
it is nearly impossible to experimentally determine and tabulate the thermal properties of foods
and beverages for all possible conditions and compositions. However, composition data for foods
and beverages are readily available from sources such as Holland et al. in 1991 [32] and USDA
in 1975 [1]. These data consist of the mass fractions of the major components found in foods.
Thermal properties of foods can be predicted by using these composition data in conjunction
with temperature-dependent mathematical models of thermal properties of the individual food
constituents. Thermo-physical properties often required for heat transfer calculations include
density, specific heat, enthalpy, thermal conductivity, and thermal diffusivity. In addition, if the
food is a living organism, such as a fresh fruit or vegetable, it generates heat through respiration
and loses moisture through transpiration. Both of these processes should be included in heat
transfer calculations. This chapter summarizes prediction methods for estimating these thermo-
physical properties and includes examples on the use of these prediction methods. Tables of
measured thermo-physical property data for various foods and beverages are also provided.
Constituents commonly found in foods include water, protein, fat, carbohydrate, fiber, and
ash. as highligted by Choi and Okos in 1986 [30]. They developed mathematical models for
predicting the thermal properties of these components as functions of temperature in the range
of —40 to 150°C 3.4; they also developed models for predicting the thermal properties of water
and ice 3.5. In general, thermophysical properties of a food or beverage are well behaved when
its temperature is above its initial freezing point. However, below the initial freezing point,
the thermophysical properties vary greatly because of the complex processes involved during
freezing. The initial freezing point of a food is somewhat lower than the freezing point of
pure water because of dissolved substances in the moisture in the food. At the initial freezing
point, some of the water in the food crystallizes, and the remaining solution becomes more
concentrated. Thus, the freezing point of the unfrozen portion of the food is further reduced.
The temperature continues to decrease as separation of ice crystals increases the concentration
of solutes in solution and depresses the freezing point further. Thus, the ice and water fractions
in the frozen food depend on temperature. Because the thermophysical properties of ice and
water are quite different, thermophysical properties of frozen foods vary dramatically with
temperature. In addition, the thermophysical properties of the food above and below the
freezing point are drastically different. In spray drying there is the necessity for many food
applications to fully characterize fat characteristics because of the use of powdered oils is grown

in that area [31]
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Thermal Property Models for Food Components (—40 < T < 150[degC])
f=A0+ A - T+ Ay -T?
Thermal Conductivity [W/(mK)] Ay Ay Ay
Protein (\,) 1.7881-107! | 1.1958 - 1073 | —2.7178-10~¢
Fat (Af) 1.8071 1071 | ~2.7604 - 107* | ~1.7749 - 1077
Carbohydrate (\.) 2.0141-1071 | 1.3874-1073 | -4.3312-1076
Fiber (A ;) 1.8331-107! | 1.2497-1073 | -3.1683-10~¢
Ash (\,) 3.2962-1071 | 1.4011-1072 | —2.9069 - 10~©
Specific Heat [kJ/(kgK)] Ay Aq Ay
Protein (Cpp) 2.0082- 1071 | 1.2089-1073 | -1.3129-1076
Fat (Cpy) 1.9842-107! | 1.4733-10~* | —4.8008 - 10~
Carbohydrate (Cp..) 1.5488 - 10! | 1.9625-1073 | -5.9399 - 10~°
Fiber (Cpy;) 1.8459-10~! | 1.8306-1073 | -4.6509 - 10~
Ash (Cpq) 1.0926 - 1071 | 1.8896 - 1073 | -3.6817-107°
Density [kg/(m?)] Ao Aq As
Protein (pp) 1.3299 - 103 | —5.1840- 107! 0
Fat (pg) 9.2559 - 10% | ~4.1757 - 1071 0
Carbohydrate (p.) 1.5991 - 10% | -3.1046 - 107! 0
Fiber (py;) 1.3115-10% | -3.6589 - 107! 0
Ash (pa) 2.4238 -10% | —2.8063 - 107! 0

Table 3.4: Thermal properties models for food components.

3.2.1 Ice Fraction

To predict the thermophysical properties of frozen foods, which depend strongly
on the fraction of ice in the food, the mass fraction of water that has crystallized must be
determined. Below the initial freezing point, the mass fraction of water that has crystallized
in a food is a function of temperature. In general, foods consist of water, dissolved solids,
and undissolved solids. During freezing, as some of the liquid water crystallizes, the solids
dissolved in the remaining liquid water become increasingly more concentrated, thus lowering
the freezing temperature. This unfrozen solution can be assumed to obey the freezing point
depression equation given by Raoult’s law (Pham 1987). Thus, based on Raoult’s law, Chen

(1985) proposed the following model for predicting the mass fraction of ice (z;) at a certain
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Thermal Property Models for Water (—40 < T' < 150[degC])

f:AU+A1-T+A2-T2

Thermal Property Ap Ay Ao

Thermal conductivity A\, [W/(mK)] 5.7109-107% | 1.7625-107% | —6.7036-10~°
Specific heat, Cp,, [kJ/(kgK)] (=40 < T < 0) | 4.1289-10° | —5.3062-102 | +9.9516 - 10~
Specific heat, Cp,, [kJ/(kgK)] (0 <T < 150) | 4.1289-10° | -9.0864 -107° | 4+5.4731-10~F

Density py, [kg/m?] 9.9718-10% | 3.1439-1073 | -3.7574-1073

Thermal Property Models for Ice (—40 < T < 150[degC])

f:Ag+A1-T+A2-T2

Thermal Property Ag Ay As
Thermal conductivity \; [W/(mK)] 2.2196 - 107! | —6.2489-1073 | 1.0154-1074

Specific heat, Cp;w [kJ/(kgK)] 2.0623-10° | 6.0769-1073 0

Density p; [kg/m?] 9.1689 - 10 | -1.3071- 107! 0

Table 3.5: Thermal properties models for water and ice

food temperature (¢t [K]) )

x; = JM (3.28)
where x4 is the mass fraction of solids in food, Ms ([kJ/mol]) is relative molecular mass of
soluble solids, R = 8.314[k.J/(kg - mol - K) is the universal gas constant, Ty = 273.15[K] is
the freezing point of water, Ly = 333.6[kJ/kg] is the latent heat of fusion of water and ¢s is
the initial freezing point of food that is its characteristic. The relative molecular mass of the
soluble solids in the food may be estimated as:
zsRTE

M. =
(T — Two) Loty

(3.29)

where ., is the mass fraction of water in the unfrozen food and z,, is the mass fraction of
bound water in the food, that may be estimated with a stong relation with the mass fraction

of the protein ()
2y = 0.4 (3.30)

Considering the last three equations, it is possible to explicit with an empirical relationship for

the ice mass fraction (ce):

Tice = (Two — Tb) [t_ttf} (3.31)
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3.2.2 Density of food

To properly analyze a thermal load, of coarse in Fourier’s equation the density is one
of the coefficients or the PDEs. Because of food is a mixture of several species (water, protein,
fat, carbohydrate, fiber and ash) it is possible to estimate the overall density of a certain food,
but it is required the knowledge of the food porosity (¢ [—]), as well as the mass fraction (z;)
and density(p;) of the N food components. The density of foods and beverages (p [kg/m?]) can

be calculated as follows:
1—¢

P= =N =, (3.32)
D=1 gt
where it is important to remember that
N
2 z; =1 (3.33)
i=1

and the he porosity (¢ [—]) is required to model the density of granular foods stored in bulk,

but otherwise for other foods the porosity is approximately zero.

3.2.3 Specific heat capacity of food

Specific heat is a measure of the energy required to change the temperature of a
food by one degree. Therefore, the specific heat of foods or beverages can be used to calculate
the heat load imposed on the refrigeration equipment by the cooling or freezing of foods and
beverages. In unfrozen foods, specific heat becomes slightly lower as the temperature rises
from 0[degC] to 20[degC]. For frozen foods, there is a large decrease in specific heat as the
temperature decreases. The specific heat of a food, at temperatures above its initial freezing
point, can be obtained from the mass average of the specific heats of the food components.
Thus, the specific heat of an unfrozen food (Cp, [kJ/(kg - K)]) may be determined as follows

if detailed information about the composition of the food are reported:

N
Cpu =Y Cpix; (3.34)
i=1

Below the food’s freezing point, the sensible heat from temperature change and the latent heat
from the fusion of water must be considered. Because latent heat is not released at a constant
temperature, but rather over a range of temperatures, an apparent specific heat must be used

to account for both the sensible and latent heat effects. A common method to predict the
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apparent specific heat (Cp, [kJ/kg - K]) of foods is:

M, [ RT?

E:I:S W — 08 (pr — Cpice) (335)

Cpa = Cpu + ($b - xwo) (pr - Cpice) +

it is clear that equation 3.35 add to equation 3.34 the therm that is related to the frozen part

of water and ice that is present in food at temperatures below the freezing point.

3.2.4 Thermal conductivity of food

Thermal conductivity relates the conduction heat transfer rate to the temperature
gradient. A food’s thermal conductivity depends on factors such as composition, structure,
and temperature. Early work in the modeling of thermal conductivity of foods and beverages
includes Eucken’s adaption of Maxwell’s equation [21]. This model is based on the thermal

conductivity of dilute dispersion of small spheres (V) in a continuous phase (V;):

1—(1—a;—i>b

A=A I+(a—1)b
— _3X
6= g (3.36)
1%
b = Vc‘i‘dvd

where A [W/(mK)] is the thermal conductivity of the mixture, A. [W/(mK)] is the thermal
conductivity of the continuous phase, Ay [W/(mK)] is the thermal conductivity of the dispersed
phase, V; is the volume of dispersed phase and V. is the volume of continuous phase. When foods
consist of more than two distinct phases, the previously mentioned method for the prediction
of thermal conductivity must be applied successively to obtain the thermal conductivity of
the food product. The resulting thermal conductivity is then combined successively with the
thermal conductivity of each remaining food constituent to determine the thermal conductivity

of the food product:

.
N
Apar = Zi:l m}/kz

1

A =
per = 5l (3.37)
i=1 k&,
z4
vV _ P
Ty = N E2
i=1 7,

In that work, because of it is not easy to understand the model type of the conductivity we

used an average model for the global conductivity (\):

A== Apar + Aper) (3.38)

N
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3.2.5 Enthalpy of food

The change in a food’s enthalpy can be used to estimate the energy that must be
added or removed to effect a temperature change. Above the freezing point, enthalpy consists of
sensible energy; below the freezing point, enthalpy consists of both sensible and latent energy.
Enthalpy (H [kJ/kg]) may be obtained from the definition of constant-pressure specific heat:

OH

Cp N |:8T’:| p=const

For foods at temperatures above their initial freezing point, enthalpy may be obtained by

(3.39)

integrating the corresponding expression for specific heat above the freezing point. Thus, the
enthalpy H of an unfrozen food may be determined by integrating equation 3.39 and it is the
linear combination of the product where of the enthalpy of the individual food components (H;)

and their mass fractions (z;):

N N tl/
H=) Hpmi=)Y_ /t CpixdT (3.40)
=1 =1

and Chen in 19850btained a good solution integrating the specific heat of unfrozen food:
H=H+(t—ts) (419 — 2.30x, — 0.628z3) (3.41)

where the initial freezing point (¢; [degC1), the enthalpy of food at initial freezing temperature
(Hy [kJ/kg]) are required. For foods below the initial freezing point, mathematical expressions
for enthalpy may be obtained by integrating the apparent specific heat models proposed in the
previous sections:

My, RT}
M, |18 (To — ) (To — 1) 0.8 (w = C’Ce)} }
(3.42)

H = (t — tr) {Cpu + (xb — xwo) (Cw - Cice) +

where equation 3.42 is obtained with an integration between the reference temperature (¢,
[K]) and the general food temperature (¢ [K]). In that work it is assumed that the reference

temperature is constant and equal to:
T, = —20[degC] = 253.15[K] (3.43)

Chen in 1985 obtained the following expression for enthalpy below the initial freezing point:

H=(t—t,)|1.55+ 1.26x5 + TG (3.44)
= ) 1. 2625 + g YRS .
that may be more simplified in:
Lotf
H=(t—t,) |1.55+ 1.2625 + (zp — Two) e (3.45)
T
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Equation 3.45 may be used to calculate total energy necessary that is necessary to give to a
certain mass (M fo0q) to change its temperature from ¢ = —20[degC] to the final temperature,
assumed from be equal to t = 60[degC]. Because of a certain food is characterized by its
components concentration as shown in table 3.6. It is possible to compute for a certain food

item its main parameters: after having obtained the initial freezing point (¢ [degC]) of a certain

Unfrozen composition data of foods
Moisture | Protein Fat Carbohydrates | Ash
Food Item | xyo [%] | xp (%] | x5 (%] xe [0 xq (%)
Asparagus 92.40 2.28 0.20 4.54 0.57
Beans 90.27 1.82 0.12 7.14 0.66
Broccoli 90.69 2.98 0.35 5.24 0.92
Carrots 87.79 1.03 0.19 10.14 0.87
Lettuce 95.89 1.01 0.19 2.09 0.48
Mushrooms 91.81 2.09 0.42 4.65 0.89
Peas 78.86 5.42 0.40 14.46 0.87
Potatoes 78.96 2.07 0.10 17.98 0.89
Pumpkins 91.60 1.00 0.10 6.50 0.80
Spinach 91.58 2.86 0.35 3.50 1.72

Table 3.6: Unfrozen composition data for several vegetable-food items.

food, that is obviously function of concentration of its species, as seen in the first part of that

section

Ts =1 — Towo

xp = 0.4x)

= () [19 120 5 o

Hyp = (£ =) [1.55 + 1262, + (2 — 20) 57

Hyr = Hy, + (1 = 1) (4.19 - 2,30z, - 0.62803)

\Q =mAH =m (Ht' — Ht”)
The set of equations 3.46 makes possible to estimate the energy required for a thawing process

from an initial temperature ¢’ = —20[degC] to the service temperature t = —20[degC].
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Enthalpy vs Food ltem
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Figure 3.11: Enthalpy of food analysis for a regeneration process of several (14) frozen-ready-vegetable-meals.

1"

Initial temperature (¢ = —20[degC]) and final service temperature t = —20[degC].
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Dielectrics

4.1 Dielectric Materials

Here we will discuss another of the peculiar properties of matter that is extremely
important for Radio-frequency and Microwave heating problems. If an the electric field (E)
is given in space, unlike in conductors, in which the charges move freely in response to the
electric field to such points that there is no field left inside the conductor, insulators does not
not conduct electricity and no conduction effect can be experienced. We will see instead that
Electric Energy We, [J] will be stored in the medium. Faraday’s experiments [39] discovered
that that the capacitance (C [F]) of such a capacitor is increased when an insulator material is
put between two conductive plates. If the insulator completely fills the space between the plates,
the capacitance is increased by a factor €, [—] which depends only on the nature of the insulating
material: we will see that typically different materials show different dielectric properties. In
electromagnetism insulating materials are typically called dielectrics. The dimensionless factor
€ is then a property of the dielectric, and is called the relative dielectric constant. The vacuum
is characterized by unity relative dielectric constant and its dielecric constant is ¢y and its value
its already been presented in 2.5. But why is there any electrical effect if the insulators do not
conduct electricity? Faraday with its experimental observations offered a chance to understand
that. As seen in previous if a dielectric is added the capacitance is increased. We will analyze
a simple parallel-plate capacitor with some charges (@ [C]) on the surfaces of the conductors

(negative charge on the top plate and positive charge on the bottom plate). The vacuum-gap
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between the plates is d [m] and the area of each plate is S [m?]. The capacitance is then:

S
= eg— 4.1
C=¢ 7 (4.1)
The electric charges:
QR=CV (4.2)

If we put a piece of insulating material like glass between the plates, we measure a larger
capacitance and then, for the same charge (Q) the voltage is lower. But the voltage difference
between the electrodes is for its definition the integral of the electric field (E [V/m]) across the

capacitor:
V:/dE-dl (4.3)
0
So we must conclude that inside the capacitor, the electric field is reduced even though the
charges on the plates does not change. If the Gauss’s Law for the electric field 2.9 is applied
to a certain surface Y, the total electric field flux ®p is proportional to the electric charge
enclosed in the surface. Because of the electric field is reduced by the dielectric medium so the
total net charge is reduced, too. This implies that must be positive charges on the surface of
the dielectric as shown in figure 4.1. So the phenomena of electric field induction states that
when a dielectric material (€,) is positioned in an electric field (E) there is a positive charge
induced (+¢ [C]) on one surface and negative charge induced (+¢ [C]) on the other surface.
If the same experiment is made with a conductive material instead of the dielectric medium
and the conductor has a certain thickness (ds [m) the electric field induces a positive charge
on the upper surface and a negative charge on the lower surface, so there is no field inside
the conductor. The field in the rest of the space is the same as it was without the conductor,
because it is the surface density of charge divided by the vacuum permittivity (eg) as shown in
figure 4.2. If we integrate the electric field than:

do dg ;dl do Q
V:/ Eﬂ:/ Eﬂ+ﬁ E-dl= -~ (dy—d) (4.4)
0 0

o—+dy €
5 0

and the total capacitance, using equation 4.1, if the surface of the conductive conductors is S

and the non filled volume has a thickness of dy — di:

S S 1 1
C=cg—g ~ g \iza ) =¢ =G 4.5

where the capacitance of the empty capacitor Cy [F] is increased by a factor that is function

of the ratio between the thickness of the inner conductor and the distance between the plates

of the outer capacitor.
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Figure 4.1: Parallel-plate capacitor filled with dielectric material In figure are highlighted conductive plates
(grey), dielectric medium (green), positive (red) and negative (red) charges, electric field (orange) and Gaussian

surface (black).
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Figure 4.2: Parallel-plate capacitor filled with conductors. In figure are highlighted conductive plates (grey),

positive (red) and negative (red) charges, electric field (orange) and Gaussian surface (black).

That short analysis offers us an obvious model for what happens with dielectrics: inside

the material there are many infinitesimal conducting spheres separated from each other by
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insulation, as shown in 4.3. The phenomenon of the dielectric constant is explained by the
effect of the charges which would be induced on each sphere. This is one of the earliest physical
models of dielectrics used to explain the phenomenon that Faraday observed. More specifically,
it was assumed that each of the atoms of a material was a perfect conductor, but insulated
from the others. The dielectric constant €, would depend on the proportion of space which was
occupied by the conducting spheres. This is not, however, the model that is used today but it

helps to understand the polarization phenomena [19].

Figure 4.3: Idealized model for dielectric medium. In figure are highlighted conductive sphere (grey) and

dielectric medium (green).

In the model proposed in figure 4.3 each of the small spheres acts like a dipole. The
external electric field E induces a moment, the so called electrical dipole moment. The previous
model that contemplates the existence of conductive spheres may be replaced with a new model
that considers many little dipoles induced inside the material [11]. The nucleus of an atom has a
positive charge (+¢). Electrons, that have a charge (—¢) orbit around the nucleus. If an external
electric field is applied, the nucleus will be attracted in one direction and the electrons in the
other. The wave patterns of the electrons will be distorted and will not longer be approximated
with a perfect spherical surface but with a deformed one. The center of gravity of the negative
charge will be displaced of a certain vector and will no longer coincide with the positive charge
of the nucleus. If a far reference system is considered, that neutral configuration is equivalent

to a little dipole. In a certain portion of space there are N atoms. If we assume that in each
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atom there are charges g separated by a certain distance (6 [m]), so the specific dipole moment
per volume unit (P) is the vector:

P=Ngj- us (4.6)
where the vector has same components in space of the charge separation 9§ - Ugeq. Generally
P varies inside the dielectric material but at any point in the material it is proportional to
the electric field (E). The constant of proportionality is a property of atoms that compose the
material. If we consider a dielectric slab of material we can experience that if a constant electric
field is applied at one surface the negative charges, the electrons, have effectively moved out
and at the other surface they have moved in. As shown in 4.4 a surface density of charge
Surface Polarization Charge exists at the surface of the dielectric. If an uniform polarization is

considered: Because of the charge of a single electron is well known, it is possible to compute

—q

———— e
S TV ST,
D Y

M

J
I+
I+
£
o
I+
I+
|+
I+

=l

Figure 4.4: dielectric slab in a uniform field. The positive charges displaced the distance § with respect to the

negatives.

the surface charge density and observe that it is exactly equal to the right-hand side of the
equation 4.6:

op = Ndeqg =P (4.7)
If the complete capacitor shown in figure 4.2 and we consider the same Gaussian Surface, after
have identified also the free-charge density of the conductive plates o [C], so it is possible to

obtain the law that expresses the polarization field as a function of the electric field:

P = of — E60 = XG()E (48)
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where x is the dielectric susceptibility. Using the previous equation it is possible to describe

the electric field in its modulus as:

1
N/ 1)
€ 1l+x
and so, using equation 4.1 the total capacitance (C [F]) of the system shown in figure 4.2 is:
€S €S
C = (1+><)°7 :er% (4.10)

Equation 4.10 helps us to define the correlation between dielectric susceptibility and dielectric
relative permittivity of a certain material. From previous equation it is clear that th suscepti-
bility of the vacuum must be equal to zero. It is possible to generalize the model taking into

account a not uniform polarization (P) and modify equation 4.7:
op=P-n (4.11)

and observing that a non uniform polarization may result in a net charge in the arbitrary

volume €):

/ ppdV = —/ P -ndS (4.12)
Q o0

and finally the polarization charge density is:
pp=—V-P (4.13)

Considering the first Maxwell’s equation for the electric field 2.1:

V-P
V.E=P _PITPe_Pr (4.14)
€0 €0 €0 €0
Now it is possible to find equation of electrostatics when there are dielectrics:
P
v. (E n ) =P (4.15)
€0 €0
_ _ Pf
V- (1+x)E]|=V - ¢E == (4.16)
€0

The free charge is considered for our cases the global volume charge density. For that reason
the displacement vector (D) can be defined and used to rewrite Maxwell equations in a simple
form:

D=¢E+P (4.17)
and finally, considering what we did in equation 4.8 the displacement field is:

D= (1+x) eE = ¢.¢E (4.18)

From what highlighted in that part of the work it is obvious that the permittivity is
extreamely important to describe with accuracy a phenomena where electric field exists, and

particularly at high frequencies.
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4.2 Dielectric permittivity measure

For radio-frequency heating (RFH) and microwave heating (MWH) processes design
it is necessary to know material properties to properly predict global performances. Whether we
decide to analyze the processes using analytical models or we choose an approximate approach,
using finite element method (FEM), method of moment (MoM), or similar, it necessary, to
know their dielectric permittivity (in their real and imaginary component). That part of the
work proposes what, for dielectric heating processes, are the best way to measure dielectric
properties. Over the years, several experimental techniques aimed at extracting the dielectric
properties of a materials have been investigated [12]. The choice of the EM characterisation

method depends on several parameters such as:

the frequency band

the accuracy

physical state (solid, liquid)

geometry shape

e size

In literature it is possible to find many works that analyze the accuracy of several method
[icolson1970measurement|, for example as function of loss factor: resonant methods provide
reliable results for dielectric materials with low losses. These methods, employing resonant
structures (cavity resonators), are based on the measure of the Q-factor and the resonance
frequency of the cavity (fres [Hz]). Alternatively, non-resonant methods, which employ trans-
mission lines, rely on the measure of the signal reflected and transmitted by the specimen under
test. The main difference between the two methods is typically the accuracy in the frequency
range of the measure: resonant method is able to accurately characterise the material over a
discrete number of frequencies, instead non-resonant methods inherently provide broadband
results.The best feature of the non-resonant methods is the fact that they can be applied to
different measuring setups and geometries. One of the most famous transmission line method is
the so called Coaxial-line method that typically requires a very accurate shaping of the sample
(3D-printing is a good way) but it can measure electromagnetic properties of the material over

a very wide band and, in theory, at low frequencies. Wave-guide methods are usually more

A. Marconi PhD Thesis 78



Chapter 4 Dielectric materials

popular since circular or rectangular samples are easier to produce than coaxial ones. However,
wave-guide-based estimations are only valid over a limited frequency range, we will see in that
section a good way to measure dielectric permittivity for example at a central-frequency of
2.45 [GHz]. On the other hand, free-space techniques not only circumvent the problem of the
sample fit precision but also preserve the integrity of the sample (non-destructive). A major
disadvantage of the free-space method is that, in order to avoid diffraction effects due to sam-
ple edges, the wireless measurement of the scattering parameters through antennas requires a
sample of several wavelengths, and for example can’t be applied for example for thin sample

(compared with the EM-field wavelength).

4.2.1 NRW Method

One of the most popular procedures for the EM characterisation of materials is the
Nicolson—Ross—Weir (NRW) method, based on Transmission-Reflection measurements (7'/R)
of the specimen under test. The properties of materials are retrieved from their impedance and
the wave velocities in the material, that we know it is a fundamental function of its properties.
It is well known that the main drawback of this method is related to the electrical thickness
of the analysed material [3]. In particular, when the thickness of the specimen is an integer
multiple of half wavelength in the material, the method produces ambiguous results due to the
2m-periodicity of the phase of the incident electromagnetic wave. In principle, from a priori
information regarding the specimen, it is possible to achieve unambiguous results. In addition,
as will be presented in this section, because of the inversion procedure adopted for the extraction
of the EM parameters, the NRW method is not accurate in the case of low reflecting materials
or thin samples. In NRW method typically a sample under test with a certain thickness (d
[mm]) is located inside a two-port microwave device such as a coaxial cable or a rectangular
waveguide. The sample of thickness d generates a certain phase delay T' [rad], and then the
phase factor (7') is:

T=e =4 =T (4.19)

And if we define the transmission line’s characteristic impedances in absence (Zy €2) and in the

presence of the sample (Z; 2) it is possible to define the reflection coefficient (I' [—]) as:

71— Zo
r— 4.20
7 7 (4.20)
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It is possible to write the scattering parameters as function of the reflection coefficient:

Su=Tn= ra-7) (4.21)
1-T7?
(1-1?)T
S el 4.22
1= e (4.22)

and explicit the reflection coefficient and the phase factor with scattering parameter, and if we

solve simultaneously equations

r=K+vK?-1

(4.23)
T — SutSn-T
1—(S11+521)T
where
5% — S35 +1
K="1 21 - 4.24
35, (4.24)
Starting from equation 4.19 it is possible to rewrite the phase factor as:
1 . .
T=3 [-In|T| —i® +i27n] and n=..-3,-2,—-1,0,1,2,3, ..., (4.25)

Equation 4.25 contains an intrinsic ambiguity due to the term 27n that is called branching and
it cause infinite possible solution of the problem. To solve that problem it is possible to produce
and measure samples with a certain defined thickness. If d = A/4 then n = 0 and that close the
problem because of if we are able to measure the ~y-factor then we are able to evaluate complex

permittivity and complex permeability (if n = 0) as:

T (g)
AN (4.26)

— 140
-2 (1)

In a wave-guide environment (TE hypothesis) the two main parameters that describe
and synthesize the propagation are the propagation constant (k) and the cut-off wave.number

of the wave-guide (k;), and after having defined the propagation constant in free space (ko) as:

2T

ko=
0 "

(4.27)

and the more general propagation constant as:

k = \/koerpu, — k? (4.28)

it is possible to easily describe the magnetic permeability by analyzing the transmission param-

eters of the line (in a certain frequency range that validates the TE hypothesis):

v Z
_ = u, 4.29
2 "% ZO ‘TE % ( )
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and finally it is possible to compute also the permittivity of the material as:

B+E B +kiy Z
ky kK 0 Zo

T (4.30)

With this formulation of the NRW method the user needs to choose the valid results depending
on the different values of n. In order to overcome the limitations of the branch point selection,
a step-wise scheme of the NRW method has been proposed [38]. The procedure is based on the
fact that the measured sample is thinner than half-guided wavelength at the lowest frequency
[55]. It is important to highlight that if the sample is not thinner than a half-guided wavelength
at the lowest frequency, nonphysical solutions are also obtained using the step-wise method.
The NRW direct inversion procedure is sensitive to the inaccuracies of the S-parameters at the
N)gy/2 resonances, with N an entire number. Indeed, at that frequency, the sample becomes
a half-wavelength window and the reflection coefficient tends to zero. Consequently, it is not
possible to apply the direct inversion procedure. Moreover, in the case of noisy measurements,
this method will induce a high uncertainty in the extracted parameters of the material and may

cause problems in finding the correct branch in the vicinity of these frequencies.

4.2.2 Iterative non-ambiguous method from T /R measurements

The extraction of the dielectric constants from T /R measurements can be ambiguous when the
S-parameter inversion is performed frequency-by-frequency. The reason is the impossibility of
determining the correct branch of the solution with any initial guess of the material properties.
High values of permittivity or permeability might lead to a sample with an electrical thickness of
several multiples of half-wavelengths, even at the lowest measurement frequency. Consequently,
the choice of the ambiguity integer n is not straightforward. One of the main problems of the
NRW direct inversion procedure is that it admits nonphysical non-causal solutions. Baker Jarvis
proposed an alternative approach that exploits the correlation among contiguous frequency
points, thus circumventing the ambiguity and discontinuity problems that plague the NRW
method [5]. The best estimation of the dielectric permittivity can be obtained with an iterative
fitting of an objective function, which minimises the quadratic errors on the magnitude and
phase of S-parameters among the predicted and measured data. The method does not require
any initial guess on the permittivity and may search the best estimation on the whole complex
permittivity domain. Moreover, the algorithm can be successfully employed both with T//R
measurements. The idea of the iterative method is to search only physical solutions analysing

the scattering parameter over all the available frequency points at the same time. In this way, it
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is possible to exploit the correlation among frequency points, which is instead neglected by the
NRW method. Therefore, the unknown permittivity and permeability profiles can be estimated
by computing the discrepancy between the measured scattering parameters and the analytically
estimated ones based on physical permittivity models. The discrepancy can be estimated by

using the following cost function:
Fo(e) =) ISt (fa) = St (F)P + D _ISo1ar (fn) — S50 (f)l (4.31)

if the permittivity (e = € — ie") is a complex operator, and Sy, s are the measured scattering
parameters and Sy, are the scattering parameters estimated by an ideal transmission model.
An iterative line-search gradient algorithm (LS) makes possible to refine the permittivity from

an initial value ¢y and ensure fast-convergence:

€Em+1 = €m — Am—1VFo(em (4.32)

4.2.3 FSS Waveguide Resonant Methods

Resonant methods usually exhibit lower inaccuracies and higher sensitivities than non-resonant
methods, and they are more suitable for low-loss samples [17]. Resonant methods are based
on the fact that their main two parameters: resonant frequency (fres [Hz]) and quality factor
(Q [—]) of a resonant cavity filled with a certain dielectric are determined by its permittivity
(€i7]) and permeability (yr]) . These methods are usually employed for the characterisation
of low-loss dielectrics with permeability equal to pg. There are a large number of resonant
methods for the estimation of the dielectric properties of materials but they usually require ad
hoc cavities and a direct etching of the resonator on the unknown sample. The preparation of
the sample under test can be a difficult task in cavity perturbation techniques, as the sample
requires a regular geometry. In resonant methods, the sample permittivity is evaluated from
the shift of the resonant frequency. All the resonant methods are limited to either a specific

frequency range, some kinds of materials, or specific applications.

4.2.4 Rectangular Wave-guide Method (TE)

If we consider a simple geometry, practically a rectangular wave-guide, it is possible
to measure with good accuracy relative permittivity, loss factor and relative magnetic perme-

ability (also in its real and imaginary part). That technique is particularly interesting if we
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are interested in measuring complex permittivity (or complex permeability) in the microwave
range[03]. Considering chapter 7 it is possible to solve the EM problem for a rectangular ge-
ometry (TE Waveguide) and get an easy relationship between material properties (é.,/,) and
reflection-transmission (T/R) parameters. That method makes to possible to measure with
good accuracy complex dielectric permittivity of thin material. One important step when we
approach that technique is the necessity of preparing the sample geometry that must fit the
rectangular waveguide. That means practically to produce a material sample with specific di-
mensions in accordance of the frequency range at which we need to measure material properties.
In table 4.1 are presented several rectangular waveguide dimensions for measuring complex per-

mittivity. A simple setup for a 80[mm] x 40[mm] waveguide transmission line is shown in figure

Rectangular waveguide dimensions for measuring complex permittivity
fmin [GHZ| | fmaz |[GHZ] | fe—10 [GHZ] | a [mm] b [mm)

2 3 1.874 80 40

3 4 2.499 60 30

4 5 3.332 45 22.5

10 12 8.568 17.5 8.75

Table 4.1: Rectangular waveguide dimensions for measuring complex permittivity.

4.5. Considering a slab material of a certain thickness (¢ [m]), smaller than the characteristic
wavelength, that is inserted in the waveguide (filled with air) as shown in figure 4.5, it is possible
to explicit the electric potentials in the three regions: after Port 1 (1), the sample (s), before
Port 2 (2):

¥, = cos (%) (C’leikzz + C’ge_ikzz)

v, :cos(

s[3

) (C?)eiszsz + C4€*iszsz) (433)
¥y = cos (%) (C5eikzz)

where the phase constant are different in air

k, = < /402 — N2 (4.34)

\a

and in the sample is function of the complex permittivity (¢ = € — z'e"):
by = %\/4@2 — A2 (4.35)
a

Because of Maxwell’s curl equations for electric field and magnetic field are valid and the

continuity condition for the tangential components of the electric field and of the magnetic field
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Figure 4.5: A 80[mm] x 40[mm] waveguide transmission line for measuring complex permittivity. (a) shows
the theoretical problem of a two-port transmission line. (b) shows a real setup used in that work to measure

material properties at 2.45[GH z].

at Port 1 and at the discontinuity between air and sample (z = t) the transmission coefficient

(T') may be computed:

_ kz—s
Ty =27

Ty = cos (k,—st) (4.36)

T, = sin (k,—_st)

= % = Ta
Ci — ToTp (12417

\

and it is possible to approximate the transmission coefficient to compute the relative dielectric
permittivity. One of the main problem when we want to use a rectangular wave-guide method
is the difficulty to ensure the sample is placed exactly at the waveguide flange [13]. Form small

(thin) materials the term k,_t is low and then:

14 (két)2 (3)2+z’ (k=1)? o — 4
_ © k013 (3)]] 137
€= (kt)2 . (kt)2 ( N )
2~ k.0

Equation 7?7 approximate very well the material permittivity, but more important that ap-
proach is not affected by sample position. A vector network analyzer can be used for accurate
measurement of S—parameters of the waveguide. Two-port calibration is performed without
the thin slab using a standard Thru-Reflect-Line (T'"RL) method. That work also used a new

different method to measure material properties: Transmission Phase Shift (7'P.S) method. It,

A. Marconi PhD Thesis 84



Chapter 4 Dielectric materials

if compare with N RW method may cover a wider range of material permittivity. [79].

Transmission Phase Shift method (TPS)

TPS method by measuring scattering parameters and particularly the phase shift

SAMPLE
GEOMETRY

Dimensions

TPS
* Sample geometry

*» Sample position
* T/R Results

4

MATERIAL PROPERTIES

Figure 4.6: TPS algorithm for a complex permittivity measurement process.

between the no-load and the loaded waveguide scattering matrix may reconstruct the complex
permittivity of the sample [19]. Many works in the last years analysed the method accuracy,
and one work particularly highlighted the importance of good calibration of the system [10].
In typical MW applications dielectric materials are used and, if the relative permeability is a
real number and may be approximated to the unity TPS method easily solves the permittivity
measurement problem. Considering the same system shown in figure 4.5 by measuring with a
Virtual Network Analyser (VNA) at port 1 and at port 2 the scattering complex parameters
(S11 and (Sa1) the complex permittivity (é, = €, —ie, ) of the "rectangular” sample of thickness
t [mm] is:

G= o ) - o .

" 2 Ve, — 218
& = 2 |+ H

where the wave-number(k) is defined, as we will see in chapter 7, for a certain frequency (f

[Hz]) as:
_ 2t

k (4.39)
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the propagation constant (3) is:

B= /I k2= /K2 — (E)Q (4.40)

C

and the attenuation due to the presence of the sample is:
are o —1.15129 [logy (|71 2 +[S5:1[%) —logyo (IST1I” + |55:1%)] (4.41)

In that work we used that technique to measure practically complex permittivity for materials
both with high loss tangent factor and low loss tangent factor. We found not acceptable
complex permittivity (extreamely low accuracy and variability in results) only for materials with
permittivity very high (greater than 102). Figure 4.7 shows several plastic-material permittivity
measurements. The sample analysed are Teflon, Barex, PLA and some special derived materials
with the inclusions of high dielectric permittivity particles inside the material matrix. Grey
and black markers represents three well known material. Every-time we apply TPS method to
measure complex permittivity we perform the calibration of the system with PTFE controlled
sample. The dot lines represents the class of the material: A1,A2,A3 are modified EVA matrix;
B1,B2,B3 are modified BAREX and finally C1,C2,C3,C4 are modified TEFLON (PTFE). All
measures are performed in the range 2.4[GHz| — 2.6]GH z] but in figure 4.7 is highlighted the
average value at 2.465/G H z] that in many application is the nominal frequency (fnom) of many

commercial microwave Magnetrons That method is extremely interesting also for high lossy

Dielectric Properties at 2.45GHz
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Figure 4.7: Results of TPS method applied to real sample of thickness 7[mm].

materials. One of the main problem is when there is necessity to characterize for example a food
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meal, that is very complex because of it is a mixture of several ingredients, and particularly it
is a complex structure of proteins, fats, carbohydrates, ash and water. In chapter 7 is presented
a MW thawing system for vegan dishes. We performed many measures on several ready-meals
to fully characterize the complex permittivity (and also the geometry that is finally one of the
most important parameters) of 14 typical loads. The work flow for measuring dielectric material
properties is shown in figure 4.6. One of the most important step is the preparation of samples
that must properly fit the waveguide geometry. In that specific application the resonance cavity
considered is designed for a typical Magnetron frequency (2.465]GH z] + 15[M Hz]). Figure 4.8

shows a typical permittivity measure for a frozen pumpkin-cabbage based meal. We performed

Permittivity vs Frequency

E" []

tan @ []

2400 2420 2440 2.480 2480 2500
Frequency [GHz]

Figure 4.8: Relative permittivity (blue line) and loss-tangent (blue line) measured for a frozen pumpkin-cabbage

based meal. The reference temperature for measurement is —20[degC.

several measurements (21 samples for each meal type) for fourteen typical frozen meal (from
ID001 to 1D014). Results are presented in figure 4.9. The properties analyse highlighted that
the real part of the permittivity is much lower than water permittivity. Typical microwave
cavities are designed and optimised for ”canonical” water loads with initial temperature close
to 20[degC].Because of in a MW heating process the efficiency of the heating is strictly related
to the transmission-reflection problem we wanted to deeply analyse material properties. It is

clear, that for thawing applications of frozen vegetable meals it is necessary to design a tailored
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resonant cavity. Measures highlighted that the imaginary part of the fourteen meals is still big
compared to the real part. That is due to the high salts concentration and to the high water
content. A next work will also deeply analyse the effect of the water vs ice volume fraction on the

complex permittivity. A comparative analysis on frozen-vegetables food meals is presented in

tanbuse'

™
'...‘I rared
1 | gt
I

i

Figure 4.9: Loss tangent vs relative permittivity for food meals.The reference temperature for measurement is

Trey = —20[degC].

figures 4.9 and 4.10. Red lines and markers represents foods that failed the standard thawing
process with a standard commercial resonant cavity) and were characterized by low average
temperatures and still frozen areas after the standard heating time. Blue lines and markers
represents instead meals that passed the standard thawing process but demonstrated high non
uniformity in the temperature distribution. Green lines instead demonstrated best results in
therms of temperature and temperature uniformity. In figure 4.10 is highlighted the mean
complex permittivity that is taken into account as reference value for the tailored resonant

cavity.

4.2.5 Effective medium approximations

Many materials are not isotropic as ones seen in the previous chapter. It is then
necessary to define a new mathematical permittivity that take into account the presence of

two or more species in the medium. If we consider for example a mixture of sand and air it is
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¢" (kmaginary part of dielectric permittivity)

:.. IIE:"’ ___________ ||||

Figure 4.10: Imaginary part of the relative permittivity for food meals.The reference temperature for measure-
ment is Trer = —20[degC]. In figure is highlighted the average value considered for the MW design presented in
chapter 7

clear that the presence of air interstices in the material changes the electric field distribution
and then if we use the previous techniques a variation in the global impedance or scattering
parameter [73]. Effective medium approximations (EM A) or effective medium theory (EMT)
pertain to analytical or theoretical modeling that describes the macroscopic properties of com-
posite materials. EM As or EMTs are developed from averaging the multiple values of the
constituents that directly make up the composite material. At the constituent level, the values
of the materials vary and are in-homogeneous. Precise calculation of the many constituent val-
ues is nearly impossible. However, theories have been developed that can produce acceptable
approximations which in turn describe useful parameters including the effective permittivity
and permeability of the materials as a whole. In this sense, effective medium approximations
are descriptions of a medium (composite material) based on the properties and the relative frac-
tions of its components and are derived from calculations,[31] [32] and effective medium theory.
Effective permittivity and permeability are averaged dielectric and magnetic characteristics of
a micro-in-homogeneous medium. They both were derived in quasi-static approximation when
electric field inside a mixture particle may be considered as homogeneous. So, these formulae

can not describe the particle size effect.
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Figure 4.11: In-homogeneous dielectric material model: Dielectric material (€4 with inclusions €.

Bruggeman’s model

Bruggeman found a a reasonable resonant curve for plasmon excitation in metal
nanoparticles if their size is smaller than 10[nm|[8] . But it is unable to describe the size

dependence for the resonant frequency of plasmon excitations that are observed in experiments:

1
€eff =7 <Hb + \/Hg + 8eced> (4.42)

where

Hy = (2= 3cc)eq — (1 — 3c.) ec (4.43)

where the medium is a mixture of dielectric particles and conductive particles and then it is
possibly to define their relative complex permittivity: inside the picked conductive (e.) and
inside the picked dielectric particle (e4) and finally the value of relative complex permittivty
outside the picked particle (e.¢f) and the interaction with all the other particles is taken into

account only in mean field approximation.

Maxwell Garnett equation

In the Maxwell Garnett approximation, the effective medium consists of a matrix

medium with €, and inclusions with ¢;. He proposed his formula to explain colored pictures that
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are observed in glasses doped with metal nanoparticles [26]. It describes the effective relative
complex permittivity of the mixture (e.s¢) as function of the relative complex permittivity of the
background medium (€4) and of the complex relative permittivity of small spherical inclusions

(ém): The main hypothesis is that the volume fraction of inclusion is much lower then unity:

m A
Geff = €(q 1 + 3A6(1icm)€+3€d] (4 44)

Ae = €, — €4
where the volume fraction of inclusions (¢,,) must be lower than the unity. In figure 4.12 are
shown the dielectric effective loss tangent and the effective relative dielectric permittivity for
two materials, varying the inclusions concentration. The red lines represent a dielectric lossy
material in which are included lose-less low dielectric materials. The figure highlights that the
effective dielectric permittivity decrease if the concentration of the low dielectric material (c,)
is increased. The effective loss tangent instead is not affected practically by the presence of
a lossless material. Blu lines instead represent a low dielectric constant material with small
losses (HDPE) in which are included high dielectric constant particles. The figure highlights
the capability of dramatically increasing the loss tangent also by a ten factor. In figure arrows

describe the effect of the concentration on the complex permittivity in the range 107> - 1071,

Relative Complex Permittivity

(Mixture)
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igof f o+ |
o Erm
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Figure 4.12: In-homogeneous dielectric material model: Dielectric material (€4 with inclusions €. Each
analysed material is described as a vector: [e/d;tan dd; e;n;tan 0m]. In figure are presented results varying the

volume fraction from 107> to 1071,
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Radio-frequency (RF) Design

5.1 Radio-Frequency Heating systems

5.2 Impedance equivalent model

Generally it is useful to study an RF heater device as impedances. Because Maxwell’s
equations makes possible to solve the radio-frequency electromagnetic problem in a geometrical
domain (2) in terms of electric field (E [V/m]) it is every-time possible to obtain a simple
lumped-elements model transforming distributed variables of the main problem in space. Two
main variables are electrostatic energy stored in the system and energy dissipated in the system
for the effect of lossy materials, that typically are the materials that we want to heat. Electric
potential energy (W, [J]), is the potential energy that results from conservative Coulomb forces
and is associated with electric charges and relative position of electric charges. In our case
electric field are in any case time-varying fields. Many authors studied how to design electrodes
and coils for RF application, and that field has grown, particularly thanks to magnetic resonance
design [27] and radar design [22]. The electric potential energy (W,) of the single charge (¢ [C])
in its position (s; [m]) if an electric field (E [V/m]) is applied is defined by:

Weis) == [ dB(s)-ds = av (5 (5.1)

S0
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Bl HY Electrode [ ]Load (dielectric) [ Air
[ GRElectrode [l Ground Cage

Figure 5.1: Radio-frequency heater: parallel-plate type. A rms voltage (V,;, = 1000[V] is applied between
the two electrodes. GR (ground) Electrode is characterized by Var = 0[V], HV (high-voltage) Electrode is
characterized by Vgr = 1000[V]. The distance between the two electrodes is de; = 50[mm] and they have a
width we; = 100[mm].

In other words, the electrostatic potential energy, is defined as the product of the charge
and the electric potential (V' [V]). If a system of N charges is considered, then it is possible to
extend equation in a more general form, where each point-charge has a certain electric potential
vy V):

W S v = LS, [ 3 b 652)

6_2;% S; _471-602]‘221(]] kzg#j%sjk .
Starting from the definition shown in equation 5.2 it is possible to extend the concept to a more
general continuous charge distribution, where an electric field distribution (E) is applied (or
an electric potential distribution (V7)). Observing that Gauss’s law for electric field 2.1 is still

valid:

xn:%Lp@V@»m=§A¢m%ﬂ (5.3)

and finally for a general point of the space it is possible to obtain the electric potential energy
density per unit volume (u. [J/m?]) as:
1 1
we = €| E|* = S ereol B (5-4)
2 2
In a typical radio-frequency heating (RFH) device a certain sinusoidal voltage (vrrp (wt)

[V]) is applied between two electrodes that surround a dielectric material to be heated. In

radio-frequency applications sources are time-varying greatness, typically characterized by fun-
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damental frequencies greater than 1[M H z]. All greatness will be computed with the root mean
square (RMS) of the voltage (Vrrm [V]). If we consider a simple heater device consisting of
a parallel-plate capacitor as in figure 5.1 (but what we’ll say may be generalize for a more
complex geometry as in the next chapters) and if a single source exists, it easy to compute
the global capacitance of the radio-frequency heater, so the total energy accumulated in the

capacitor (Crpm [F]) is:
1 2 1 2

and that means that if is possible to compute the distribution of the electric field for a certain
domain, and the distribution of the permittivity is well known (and that is typical for radio-
frequency heating applications), so it is possible to compute the total capacitance of the system
(Crrm), and this is a parallel-type capacitance (it is in parallel to the resistance that we’ll

compute soon from the total dissipated energy):

2W, 1
Crru = vz~ (/ €HEHQdQ> V2 (5.6)
RFH Q RFH

Because of the system is characterized by time-varying (sinusoidal in a linearity condition)
voltage so if we consider the fundamental frequency of the voltage (f [Hz]) it is possible also
to compute the global parallel reactance (pure capacitor) of the system (X, []) as:

X = _ 1 _ _V}%FHL / ||E||2dQ - (5 7)
P 9w fCrry 2mey 2f Qer '

Considering equations 2.58 and 2.59 it is possible to prove that if a complex value of
the permittivity is considered (¢ = €, (1 —itand) [—]) equation does not change, instead it is

possible to compute the total dissipated energy (power losses) in the domain as:

WT:/wrdQ:%rfeo/ e:HEHZdQ:%TfeO/ ¢, tan §|| E||2d (5.8)
Q Q Q

Now if a simple resistive electrical model is considered, the total dissipated energy can be
modeled with a resistance in parallel to the previous purely capacitve impedance, and then the

parallel resistance (R, [€2]) is equal to:

V2 V2 1 -1
R, = —REH _ "RFH - / . tan 8[| E[[2dQ 5.9
p= = g (] e tan B (5.9)

Considering equations 5.7 and 5.9 it is finally possible to compute global series impedance in

real part (Rs [?]) and imaginary part (X, [Q]) as:

&:%<%£ﬁ> (5.10)
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Figure 5.2: Radio-frequency heater: parallel-plate type. (a) Electric potential density energy distribution in the
dielectric load and electric potential distribution in the surrounding air. (b) Dissipated power density distribution

in the dielectric load and electric field distribution in the surrounding air.

— RPXP
X, =R, (Rg+Xg> (5.11)

and finally it is possible to obtain a synthetic form for the two components, in real part and

imaginary part of the series impedance:

R, = VI%FHE Jo € tan d||E[*dQ (5.12)
T 2meo [ ([, 2¢,||B)2dQ)° + ([, € tan 6]|E[2d0)

X. — _V}%FHE fQ e || E[*dQ
T 2me [ ([ 2 |E|2dQ)7 + ([, e tan 6| E|240)

(5.13)

In physics and engineering, the quality factor (Q [—]) is a dimensionless parameter that
describes how under-damped an oscillator or resonator is. It is approximately defined as the
ratio of the initial energy stored in the resonator to the energy lost in one full cycle of oscillation
at a certain frequency. The quality factor is alternatively defined as the ratio of a resonator’s
centre frequency to its bandwidth when subject to an oscillating driving force. These two
definitions give numerically similar, but not identical, results. Resonators with high quality
factors have low damping, so that they ring or vibrate longer. The Q-factor (Qrrm [—]) of a

capacitor with a series loss resistance, that are defined in equations 5.12 and 5.13 is:

Onpr = e = Jo &l E[?dQ
REE= TR, 7 e tan 6| E[[2dQ2

(5.14)
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Now we can try to deeper analyze electric resistance, reactance and quality factor. For
a typical radio-frequency heating device we can easily distinguish several sub regions, that are

function of their materials:
e dielectric regions (€;,) characterized by lossy materials where the lossy factor is greater
than zero and relative permittivity not equal to the unity (¢, > 1 and tan¢d > 0)

e dielectric regions ();) characterized by lossless materials and relative permittivity not

equal to the unity (¢, > 1 and tand = 0)
e air (or vacuum) regions (2,) characterized by lossless materials and relative permittivity

equal to the unity (¢, = 1 and tand = 0)

It is clear that the union of the all regions defines the electromagnetic domain (£2):
Q=Q,UuQuU, (515)

And so it possible to modify equations 5.12, 5.13 and 5.18 in:

_ VA2 Jo, & tan 8[| B2 -
: |
270 T (o 26, [ BI2A2)* + ( fo, € tan 6| B|2d0)
2 IE|12dQ
X, = _‘;RFHE Jo erllEI*d ; (5.17)
O (Jo 26, [BI2dR)” + ( fo, e tan S|[EJ2)

Qrrn = "R, Jq, € tan || E[2dQ
and finally it possible to define the global series impedance of the radio-frequency applicator
(Zs [Ohm)) as:

Zs = Ry +iX, (5.19)

5.3 Series impedance study

Equations 5.16, 5.17 and 5.18 are not so easy to be analyzed. If we try to explicit in
a different form the terms it is possible to obtain a more understandable mathematical model.
Starting from equations 5.7 and 5.9 it is possible to find the series resistance and the series

. . . X
reactance in a different way. But before we explicit the term szi ~f7 as:
pTp

R,X,  2wW,W.
R% + XI% (Wr2 - QWW6)2

(5.20)
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and finally the series resistance and the series reactance are:

D)
1+ (2%%)_1] [1 — (2 )_1}

Now, to make our life easier it is possible to define the dimensionless variable ¥ as:

Ry = V}%FH

(5.21)

(5.22)

_ 2
Xs = Virn

We

[ WT

U= 2w3//: (5.23)

and obtain:
Rs = Viry T 1)1(\11 5 (5.24)
Xs = Vipn Wt 1_)2111, —) (5.25)

and if we use equations 5.24 and 5.24 in the definition of the quality factor we obtain an

extremely interesting form of it!

X We We
= 5 =20 =Anf—C 2
QrrFH R YW 7TfWT (5.26)

Remembering now that it is possible to explicit also the electric energy and the dissipated

energy with equations 5.5 and 5.8 we’ll study W:

v Jq er||E[I?d2

= 0.27
Jo € tan §||E|[2dQ (5.27)

Now we remember that we can partition the domain in function of its properties and because

Q=0+ Q + Qa:
U+ W+ 03

v 5.28
= (5:29)
Now first of all we study the denominator of W:
W, = / €, tan 04 [ B 249 + / 1 tan 6| B[ 249 +/ .1 tan b, [ B[ 249 (5.29)
Qp i Qq

and remembering that for lossless materials (£2; and €,) the loss factor must be equal to zero:
Uy = €, tan 5h/ |E|%d (5.30)
Qp
We can do the same thing for the nominator of U:

T,y :/ enhHEHZdQ:em/ |E|%d (5.31)
Qp Qp
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for the term W, if we have N different materials in the electromagnetic problem so:

N
W, :/ eriBlPdQ = (e/ ||E||2dQ> (5.32)
£ i=1 i

and finally the term W3, because it’s materials can only be air or vacuum, with a relative

permittivity equal to one:

\1/3_/ ET,GHEH?dQ_/ |E|%d (5.33)
Qq Qq

Now considering equations 5.28,5.31, 5.32, 5.33, and 5.30 it possible to obtain a more complex

form of W:

1 1 3 L
o 4 B L 5.34
ton (57«7h + €r tan (5r,h ( o+ ; €r,i z) ~ ( )

where the new variable gamma (v [V'm]) is is the volume integral of the square of the electric

field in the material that we want to heat:

y = /Q |Ey|2d9 (5.35)
h

the term Ay ([Vm]) is the volume integral of the square of the electric field in air:

Ao = / |Eq|2d2 (5.36)
Qg

and the term B; ([V'm]) is the volume integral of the square of the electric field inside a dielectric

material multiplied for its relative permittivity:
B; = e/ | Es]|?d$2 (5.37)
Q;

and it is possible to define also a term that takes into account all dielectrics materials B

([Vm]): .
By =) B (5.38)
=1

At that point it possible to easily study ¥:

1 1 1
(Ao + Bo) N (5.39)

= +
tan 57,7;1 € p tan 5r,h
Because of the model is analyzing a circuit in which we can only have resistors and capacitors,

the quality factor must be greater or equal to zero. That involves
v>0 (5.40)

the second constraint derives from equation 5.24. The model can only admit positive resistances,
so:

R,>0=>0<—-1& U>1 (5.41)
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the third constraint derives from equation 5.25. The model can only admit positive resistances,
so:

X,<0=>U>—1 & U<0U>1 (5.42)

and finally combining the tree existence conditions, (¥ > 1) it is possible to move the constraint
to gamma, but knowing that gamma may only be positive (because of it is the integral of the
square of the electric field in the medium that we want to heat) and finally we obtain the

existence range for the solution:

Ao+ B
0+ 50 >0 (5.43)

> — =
v= €r.h (1 — tan&h) =

In a RF-heating process typically we want to transfer a certain power (W, [W]) directly

to the load. Therefore it is possible to define:

Win = weoer tan &y, / |E,||>dQ (5.44)
Qp
and now we observe that the integral term in the right-hand side of the previous equation must

be constant (but not the electric field distribution, it may vary) and then:

W

=" 5.45
WENEr.h tan 5r,h ( )

5
And considering the final solution of the problem the equation 5.45 highlights that the general

term gamma that we defined previously is fixed for a certain frequency and for a certain material

that we want the heat! Finally we obtain an extremely nice formulation of the problem:

1 2eqw?

= O g 2 e (5.46)
tand,p, W, W,
1 €W ()

+ A+ 2B (5.47)

- tan 57‘,}1 W Wi

where the two terms A and B are the integral of the square of electric fields that solve the

problem.

5.4 Matching network design

We discussed in previous paragraph 5.2 that a radio-frequency heating device can be
modeled with its impedance and summarized as an electrical circuit. We know that transmission

lines have a characteristic impedance and we know that this impedance is an important factor
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in RF circuitry, because impedances must be matched to prevent standing waves and to ensure
efficient transfer of power from source to load. In figure 5.3 are shown voltage sources and load

impedances that need to be adapted with a specific matching network.

RF Matching ~ RF
Generator Network | Heater

Figure 5.3: Electrical circuit diagram of Radio-frequency heating device. In figure are shown high frequency
voltage generator (yellow), RF heater (green) and matching network (red). The electrical ground (V = 0[V]) is
the node 0.

5.4.1 Matching Network Characterization

Matching networks for radio frequency heating are characterized by high currents and high
voltages, because of we want to transfer power to dielectric loads. As seen in the previous
section we know that to total power in the medium that we want to load is proportional to
the square of the average electric field applied to it. The electric field is also proportional to
the voltage difference between the two RF-electrodes. In figure 5.4 the voltage applied to the
electrodes is the potential difference between nodes 3 and 0 (Verrg = Va — Vp [V]). Because of
the power that we want to transfer in a typical RF-heater device may vary a lot, from a few
tenths of watts to thousands of watts, it is necessary to define different matching networks and

different components with which it is possible to design them.
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Matching Network Matching Network
L-Type m-Type

_I:XCT —9

® ® © ®
0 0

(a) (b)

Figure 5.4: Electrical circuit diagram of two typical matching networks for RF-heating process: (a) L-type
matching network, (b) m-type matching network. In figure are shown load capacitance (Cr) (blue), tune capac-
itance (Cr) (turquoise) and series inductance (violet) and series resistance (Rp) (red). The electrical ground
(V = 0[V]) is the node 0. RF-Generator is connected between nodes 2 and 0, instead the RF-heater device is

connected between nodes 3 and 0.

5.4.2 Maximum power transfer theorem

If a load is connected to a generator and we want to transfer the highest possible power
to the load we know that we need to solve the so called maximum power transfer problem. In
an RF heating process we want to transfer the total power from the generator to the load, and
in other words we want to cancel the reflected power. It is well known that the condition that

makes possible to transfer the maximum power is:
Zioap = %0 = (Rroap +iXroap) = (Ro + iXo) (5.48)

In our RF and MW cases the impedance of the generator is purely resistive: Zo = Zy + i0
and that finally define the two equations that is necessary to solve every time to guarantee

zero-reflections in the network:
Re (ZLOAD) = Rroap = Zo (5.49)
Im (ZLOAD) = Xroap =0 (5.50)

Because, as seen in previous paragraphs, the global impedance of the system is only

function of the topology of the device and of the material properties, it is every time necessary
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for an RF-heating process to properly design and include a matching network between the load
and the RF-heater device that has the function of transforming the load impedance to a ”good”

impedance that satisfies equations 5.49 and 5.50

5.4.3 L-Network

Now we consider a typical matching network composed of a parallel capacitance
(Cp [F]) (in parallel with respect to the generator), of a series capacitance (Cp [F]) and an
inductance (L [H]) (in series with respect to the tune capacitance) as shown in figure 5.9.
Because of in a real matching network components are real it is necessary to model also resistive
components that generate losses inside the matching network. In practice, the most important
element that dissipates power is the series inductance (Rp [§2]). Typical REFH L-networks match
well to systems with an average resistance region (around 5[€2]), and they are able to cope with
varying load capacitance: They also are a suitable choice for plastics welding with a good loss
factor (er) where their ability to adapt also to fast capacitance variations. The main weakness
of L-networks is that the load resistance (or resistive part of a series impedance) must generally
below 50[€2]. A low load resistance may involve to typically increase the load capacitance, and

typically another matching type network (7-type) can be more suitable.

RF Matching Network RF
Generator L-Type Heater

3

_iXCT '._l

1

Rppn + i Xgry

0 0

Figure 5.5: Electrical circuit diagram of a m-type matching network for Radio-frequency heating devices. In
figure are shown load capacitance (Cr) (blue), tune capacitance (Cr) (turquoise) and series inductance (violet)
and series resistance (Rp) (red). The electrical ground (V = 0[V]) is the node 0. RF-Generator is connected

between nodes 2 and 0, instead the RF-heater device is connected between nodes 3 and 0.
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First of all it is necessary to compute the equivalent impedance of the network at the
generator nodes, or in other words to analyze the impedance seen from the RF-generator (Zg,
[Q]), after having defined electrical reactances at the given working frequency ( fnom [MHz]).
In the present work instead of the frequency, we’ll use the angular frequency (w = 27 frnom

[rad/s]). The impedances of capacitors and inductance are then:

1
wCr,

ZC’T = —iXCT = — y ZC’L = —iXCL = — ; ZL = ZXL =wlL (551)

1
wCr
The equivalent impedance for the L-network is the parallel of the load capacitance with the

series of the RF-heating device load with the tune capacitance and real inductance:

<ZRFH + Zor + 21 + RP) Zer,
Zrra + Zor + 21, + Rp + Zer,

Zoqg = Reg +iXeq =

(5.52)

And then dividing 5.52 in its real and imaginary parts as in the two following equations it is

possible to deeper analyze the matching condition and its equations:

R Rp) X2 X X1) XerX
Req_( rru + Rp) Xor® + (Xrre + X1) XerXer (5.53)

" (Rrru + Rp)? + (Xgro + X1 — Xor — Xop)?

Xcr |(Rrra + Rp)? + (Xrrm + X1 — Xor)? — (Xgrw + X1 — Xor) XCL}
(Rrri + Rp)* + (Xrrm + X1 — Xor — Xop)?

Xeg = — (5.54)

In first analysis in a typical RF heating device, but more generally for a certain trans-
mission problem with a L-network topology it is necessary to design the value of the tune
capacitance (C7) and of the load capacitance C, with a certain inductance that makes sense.
Normally, with a an iterative method it is possible to find a good value for the series inductance
L that guarantee the matching condition. Figure 5.7 shows a practical case of matching where

the out-of-matching parameter (A,, [2]) is the complex operator:
Ay = | Reg — Zo| +i| Reg| (5.55)

The figure results of the figure are obtained varying the tune capacitance and the load capaci-
tance, searching a matching condition. It is clear that if A,, is equal to zero it means we found
the matching condition, and we solved the matching problem. It is useful to better understand
the function that we want to solve. To do that we may, use two new variables («,3) that takes
into account the resistive effects of the system and the reactances of the inductance and of the

load. For the moment they are not unknowns because we impose them (parameters).

a = Rrrg + Rp (5.56)
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Figure 5.6: Practical RF network case at from = 27.125[M Hz| with Zrpg = 10(1 — i)[Q] and L = 400[nH].
(a) represents the representation in the real-imaginary plane of the equivalent impedance of the system. (b)

represents the out-of-matching parameter in term of impedance, in real part and imaginary part.

B =Xrro + XL (5.57)
and it is possible to use equations 5.53 and 5.54 written in 5.49 and 5.50 to write two functions
F, and F; that must be zero.

Q@
F,=a*+ 8%+ Xor2 + X85, <1 - Z) —28(Xer + Xer) +2XerXer =0 (5.58)
0

Fi=o?+ 8+ 22y — B2Xer + Xow) + XerXer =0 (5.59)

It is possible to solve these two second order equations and for example to constraints the tune
reactance value (Cr) to the load reactance (Cr):

_ 2B —Xer (Zo — )

X
cT Z0

(5.60)

Because of, for definition, the tune capacitance is defined before as a positive value (the negative
sign is inside the impedance), the equation 5.60 must be a real and positive value, and that add
to the matching system a new necessary constraint:

Zy— B
Xor <
CL_Zo—Oé

(5.61)

Combining equation 5.60 and 5.59 it is possible finally to obtain the analytical solution for

the considered L-network topology that guarantee the matching condition only knowing the
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Figure 5.7: Out-of-matching parameter in modulus as function of tune matching (Cr) and load matching (Cr).

(a) ZRFH = 10(1 — i), (b) ZRFH = 10(1 — i3), (C) ZRFH = 20(1 — O.5i), (b) ZRFH = 20(1 — 1.5i)
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Figure 5.8: Analysis of a matching response surface. The figure is obtained computing the matching parameters
(tune capacitance and load capacitance) for a wide range of load impedance (Zeq = Req + iXeq [©2]). The
considered system is a specific matching network designed for RF-heating process. (a) Variable tune capacitance

Cr [pF], (b) Variable load capacitance (Cr [pF]).

RF-device impedance and (at the moment) the constant matching inductance (L [H]):

-1
1 -1
=L (s- vazm—a) (559

Figure 5.8 highlights that if the load varies it is necessary to adapt the matching network
to the load. In an RF typical process that every time happens because of three main phenomena:
temperature variation, phase change and variation of the humidity. Each dielectric material
has different properties, and then different variations with temperature and humidity. For a
drying process for example the variation can be extremely high and fast, because of the system,
and we can say the electric field, is "measuring” dielectric properties variations (e; and e:) A
practical result of that is that the components of the matching network (typically capacitors)
must vary their values, and sometimes also in an high range, if the load varies a lot. The figure
shows that when the response surface goes to zero the perfect matching condition is achieved,

and four different load impedance (Zrpp) are considered.

5.4.4 m-Network

Now we consider a typical matching network composed of a parallel capacitance (Cp,
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Figure 5.9: Matching area for a matching network with L = 400 [nH] in a wide range of loads.

[F]) (in parallel with respect to the generator), of a parallel capacitance to the load (Cr [F])
and a ”central” inductance (L [H]) (in series with respect to the parallel of the load and the
tune capacitance) as shown in figure ?7. Because of in a real matching network components are
real it is necessary to model also resistive components that generate losses inside the matching

network. In practice, the most important element that dissipates power is the series inductance

(Rp [€).

5.4.5 T-Network

Now we consider a typical matching network composed of a parallel capacitance
(Cr [F]) (in parallel with respect to series of the load and the series inductance), of a series
capacitance (Cr [F]) with the generator and finally an inductance (L [H]) (in series with the
load) as shown in figure 5.11. Because of in a real matching network components are real it is
necessary to model also resistive components that generate losses inside the matching network.
In practice, the most important element that dissipates power is the series inductance (Rp
[Q]). T-network finds use where the load resistance is extremely low, even below 1[Q]. This
can be a typical value of the load for dielectric heating process with load characterized by
extremely low dielectric permittivity or low loss factor, and also it can occur in applications
where there is a poor coupling between the load material and the electric field generated by
the system.The T-net is able to cope with large variations in the load capacitance only if it is

possible to vary the inductance. One of the main benefit it is that the bulk of the load current
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RF Matching Network RF
Generator -Type Heater
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—IXCT
Rppy + iXgpy
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Figure 5.10: Electrical circuit diagram of a m-type matching network for Radio-frequency heating devices. In
figure are shown load capacitance (Cr) (blue), tune capacitance (Cr) (turquoise) and series inductance (violet)
and series resistance (Rp) (red). The electrical ground (V = 0[V]) is the node 0. RF-Generator is connected

between nodes 2 and 0, instead the RF-heater device is connected between nodes 3 and 0.

passes through the series inductor and the load capacitor but not through the tune capacitor.
T-networks can achieve the so called auto-matching (matching into it’s own circuit) risking also
high overheating of its components: for that reason in many industrial applications may be

necessary to use water-cooling systems for its components.

5.4.6 Matching Network components design

When we design a matching network we know that we have two different approaches: the first
one is to design a complete customized matching network, and that means to design and realize
capacitors and inductors with specific values (and may be extremely expensive), the second is
to choose components offered by the high voltage, high current and high frequency components
manufacturers market. Because of the problem at the end is to design or choose the capacitors,
because of it is extremely easy to properly design and realize a specific inductance as shown in

the next rows.
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RF Matching Network RF
Generator T-Type Heater
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Figure 5.11: Electrical circuit diagram of a T-type matching network for Radio-frequency heating devices. In
figure are shown load capacitance (Cr) (blue), tune capacitance (Cr) (turquoise) and series inductance (violet)
and series resistance (Rp) (red). The electrical ground (V = 0[V]) is the node 0. RF-Generator is connected

between nodes 2 and 0, instead the RF-heater device is connected between nodes 3 and 0.

Inductance design

I highlights that if someone want to design it in a in a more precise way it is possible to design
it, for example with a FEM method, and design the the most correct geometry, also taking
into account non-linear problems. If we consider a simple solenoid inductor, with a certain
number of coils (IV [—]), a certain inner radius (R [m]), a certain total length (L [m]), a certain
conductive thickness (¢ [mm]) and filled with a material with a certain relative permeability

(tr [—]) it is easy to compute the inductance with a simple analytical approach:

d N?R?
L= TB = mlopr—F— (5.64)

for a real component it is known that also a resistive component must exist, because of the
conductive material of the inductor it is not ideal. And if we consider a certain electrical
resistivity for the conduction material (pe; [€2m]) and we know the working frequency of that
component, assuming that the current density distribution does not ”cover” the whole thickness
of the conductor, but it distributes in a penetration depth (6p [m]):

_ pelc

Rp =15

(5.65)
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where C' [m] is the total length of the solenoid, and ¥ is the surface where the current density

)9 2

S=7 [t2 - 5p)2} (5.67)

"flows”:

and finally the total resistance of the inductor is:

(5.68)

2
5p = | 2P (5.69)
WOty

where the penetration depth is:

Capacitor design
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Figure 5.12: Choose of the capacitors for the L-network layout for a specific load.

5.4.7 Smart Matching Network

Working again with matching transfer function it is possible to obtain the load impedance

during the process, and for example measure the temperature of the known load or the humidity.
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Figure 5.13: Temperature evolution and matching components variation during the process for the RF drying

device. (a) Temperature, (b) Tune capacitance and Load capacitance

Starting from equations 5.63 and 5.62 that express the matching capacitance in function of the
load parameters it is possible to transform the equation, and in perfect-matching conditions it
is possible at each instant, for example to compute the total load impedance and have a fast

evaluation of its main parameters:

Repy — o — Rp— —20%e0 5.70
RFH = (& P—m P ( )
702X
: CL

Equations 5.70 and 5.71 highlight that if tune reactance and load reactance are function of
time it is possible to analytically find the value of the impedance during time as shown in figure
?7?. That means it is possible to analyze load properties variation during a radio-frequency
heating process. It is easy to understand that it is possible to relate load properties, such as
temperature, humidity and physical state to the matching network variations. We analysed an
evaporation process , where a infrequency system heat and dry a high-hygroscopic materials.
In the next figures are reported the main results: A mw.network is considered. The solution
of the mathematical model seen before makes possible to relate average temperature, that is
related to the permittivity relationship of the material with the temperature and the phase
change condition. In figure 5.14 are shown load Solving the transfer problem we can obtain
an instantaneous value of the impedance. Because of the global impedance of the system is a
qualitative-quantitative measure of the electromagnetic problem, the reconstruction of the load
impedance is an indirect ”image” of the thermal phenomena: we know that complex permittivity

varies its real and its imaginary part during the heating. New Solid State RF generators (SSRF)
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Figure 5.14: Impedance evolution and relationship temperature-matching of the load. (a) Load impedance and
quality factor during the process; (b) Relationship between temperature (sensible energy) and matching solution

(quality factor)

makes then possible to directly evaluate processes and its main parameters. That unique feature
is not achievable with standard resonant-tube technologies. New more sophisticated and precise

applications will surely take advantages of these ”smart” capabilities.
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Chapter 6

Radio-frequency (RF) Drying

6.1 Radio-Frequency Drying

Radio-frequency technologies are particularly suitable for materials that present water
inside them because of dielectric properties are significantly enhanced if water is present in its
porous matrix. It is clear that a drying process need to extract water from the material.
Nowadays RF drying is typically applied to specific sectors: wood drying, fabric drying, leather
drying, vegetables drying in food industry [86]. It is useful to understand that it is possible to
generalize the drying process for food industry. That part of the work presents an interesting
process for plastic drying. PET-extruded-products production plants are characterized by the
necessity of drying PET before printing. These processes are characterized by extremely low
final material relative humidity and final material temperature also lower than 10 [ppm]. It is
possible to dry plastic materials at RH close to 500[ppm]| using environment air as process gas.
In that case of coarse the drying performances, and particularly the final relative humidity of the
material is function of environment conditions, such as absolute humidity (AH) of environment
air that is used as gas process. In figure 6.1 is shown a typical layout of drying hopper with
hot air generation. It is possible to easily write a power balance, knowing the power flows of
the system:

Py = Pp + Pppr + Pw (6.1)

The total absorbed power is the sum of the power lost to the environment (P [W]) and the
power exchanged with the raw material (Ppgr [W]) and the power yielded to the water (Py

[W]). As seen in chapter 1 we want to vaporize water from the material, and then the total
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Figure 6.1: Drying hopper for plastic material.

power exchanged with water is the sum of sensible and latent powers:

PW = PWfLatent + PW—Sensz‘ble (62)

A batch process analyzed in that work as SOA initial condition is shown in figure
6.11: it shows temperatures-vs-time behaviour during a 6[h] batch process with a set point
temperature Trpr = 160[degC] of an initial wet-mass mo = 50[kg] with a relative humidity
RHy = 2000[ppm]. Blue line represents the average temperature of the PET (Tpgr) computed
with 32 temperature sensors (PTiggp) along the hopper drying chamber height (h = 0.8[m]).
Green lines represent the temperature of process hot air at the inlet (77y) and at the outlet
of the drying chamber (Toyr). Black line represents the average outer temperature of the
hopper (THopper—Ext) and it is useful to describe losses to the environment (that is controlled at
20[degC]). Analyzing temperature behaviour and drying rates (for example drawing off small
portion of material during the process) it is possible to obtain power-vs-time behaviours that
fully describe the drying process and are useful to compute drying efficiency and estimate true
drying time. Because of the dry material is characterized by its thermal properties: heat ca-
pacity (Cp—prr [J/(kg * K)]) it is possible to relate the heating rate to the sensible power.

The energy stored in the material is proportional to the temperature difference between two
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Temperatures vs Time during drying
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Figure 6.2: Drying process for plastic material. The system for the analysis is represented in figure 6.1. Figure

shows temperatures-vs-time behaviour during a 6[h] batch process.

different states (different times: ¢ and ¢") during the drying:
AHpgr = CppV AT = Cym (T" = T') (6.3)

and then the sensible power exchanged to the dry material is:

AHpgr AT T -7
P = = V— = B
PET t// t// Cpp N Cpm t// t/

(6.4)
The hopper is an heat exchanger and then knowing temperature differences between inlet and
outlet of the hopper and the process-gas (air) mass flow (m, [m3/h] the power yielded to the
hopper (Pg [W]) is: related to the power absorbed by the resistor that is used to heat air in

the heating chamber, positioned at the inlet of the hopper-dryer:
Py = 1mqCpap, (Tovr — T1N) (6.5)

where the heat capacity of the air (Cpa [J/(kg * K)]) and its density (p, [kg/m?]) are func-
tion of the temperature. A good approaximated assumption is to compute it at the average

temperature (T,—ava [degC])
Tour +Tin

5 (6.6)

Tava =

The target of drying of coarse is to extract water from the material, it is so significant

to be able to compute or estimate mass that evaporates from the wet material. The evaporated
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Heat capacity of air at 1[atm]
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Figure 6.3: Heat capacity of air at 1[atm)].[14]
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Figure 6.4: Drying process for plastic material: power flows analysis for a discrete volume portion of material
dV. The red arrow is the heating power exchange by hot air with the material mixture of PET, water (and air).
The yellow rows represent the evaporation power, light-blue arrows represent the sensible heat, proportional to

the heat capacity of the material, black arrows represent losses.

mass of water (MM _ecvap [Mmg/s]) is related to the latent heat of vaporization (Cyw_iqt [J/myg]).
EW—evap ~ Ew_Latent = CW—lath—evap (67)

and then it is easily possible to get power of vaporization:

EW—Latent mw —evap
Pw_Latent = T = CW—lat

ﬂ = CW—lathfevap (68)
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and then
PW—Latent

6.9
C’VV—lat ( )

mw —evap =

To compute the power necessary to evaporate e certain quantity of water from the material it is
necessary to calculate with a certain accuracy all the powers that occurs in the process. Losses

are proportional to:

e the temperature difference between the system and the environment at a constant con-

trolled temperature (Tep, [degC])
e the insulation of the system

e the environment condition

The energy exchanged between a fluid and a solid component can be easily described with a
convection relation:

Peony = tconnS (Tsolid - Too) (610)

where the undisturbed fluid temperature (T [degC]) is assumed equal to the environment
controlled temperature (T.p, [degC]), the convection coefficient (ceony [W/(m?K)]) can be in
first analysis approximated, to a constant value under the condition of environment fix air
(no ventilation in the test area) and the total exchange surface of the solid body (S [m?]) is
the interface between the body end the external air. Equation 6.10 presents three practical
problems: the difficulty of calculating the exchange surface of the real body (the hopper),
the difficulty of computing its average external surface temperature (7Ts.;;4) and the difficulty
of choosing a correct external convection coefficient. To solve that problem it is possible to
perform a steady state analysis of heat fluxes of equation 6.1. In steady state condition the

Fourier equation presented in chapter 3 lost its derivative terms:

oT
Qsources = —=AVT + Cp

a, sources — —AVT 6.11
rar = @ \Y (6.11)

Considering equation 6.11 it is easy to rewrite equation 6.10 in its steady state condition: that
condition is assumed when the system is in an energetic, and then thermal equilibrium with

the environment: in other words all the energy given to the system is lost with the external air:
PH = PL = aconvS (Tsolid - Too) (612)

assuming now that the average temperature of the load (T'pgr) describes well the energy of the

system and considering a controlled environment temperature, in steady state condition it is
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Power Losses vs Set Point Specific Power Losses
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Figure 6.5: Steady state analysis for a drying hopper. (a) Measured losses in steady state condition; (b)

Convection specific coefficient for losses (oz/L [W/K]).

possible to obtain a specific losses coefficient (o [W/K]) that relates the energy given to the
gas process by the heater and the energy stored in the plastic material:

/ Py

oy = —————
TPET - Ten'u

(6.13)

Figure 6.5b shows the relationship between the set-point average material temperature (Tsgr)
and the specific loss coefficient. To fully characterize a drying system for drying it is necessary
to calculate the mass flow of the process gas that flows through the hopper. In steady state
condition the heating power is related to the environment-losses (as seen in equation 6.12) and

also to the energy yielded to the process-gas as accumulated energy in the air flow:
PH = PL = Pa (T) Cpa (T) ma (TOUT — T]N) (614)

And finally it is possible to obtain the mass flow of the process gas:

Py

Mg =
pa (Tava) Cpa (Tava) (Tour — Tin)

(6.15)

Finally it is possible to write the power conservation law as seen in equation and solve the
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Power Losses and Air Flow Temperature Air Flow Computation
3000 r 100
120
| a0
2500 "
[ 100
— 2000 = =
20
= @ @
= - £
w1 L= —
52508 &t EX
L = g =
z - o
& 1000 .
30 40
500 3 20
I 1o
50 70 50 110 130 150 170 0 70 90 110 130 150 170
Set Point Temperature [*(] Set Point [*C]
(a) (b)

Figure 6.6: Steady state analysis for a drying hopper. (a) Measured losses in steady state condition and air

temperature drop; (b) Gas process flow (-mq [m®/h]).

equation system dynamically:

Ty, = kT

to+kT.
Py = 7 [y (2 dt

Pp = —ay, (Trer () [Trer (t) — Tenv (t)] (6.16)

Tper(to)—TreT (to+Tih)
Tin,

Pprr = (CppErmpET)

| P = Pw + Pper + Pr,

where the thermal discretization time (7}, [s]) is much bigger than the electrical period (T¢; [s]).
Finally it is possible to get an approximate calculation of the power given to the water (sensible
and latent) and of the evaporation rate (mw.evep [Mmg/s]). If we consider a RFH process it is
clear that the electric field generated inside the system directly heat the material that we want
to dry. That means it is necessary to modify the power balance taking into account also the

dielectric power density (wrp [W/m3]) generated by the electromagnetic field:
WREF = weu|E|2 = ¢, tan (5|E|2 (617)

where the electric field (E [V/m]) is characterized by an oscillating frequency (f [Hz|) that
for the specific system is 27.125[M Hz|. It is clear that the electric field has a specific space
distribution that is function of the design of the radio-frequency system (geometry of electrodes)

and of the dielectric materials properties inside the system. The global radio-frequency heating
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Powrer {Sens. & Evap.) vs Temperature
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Figure 6.7: Drying process for plastic material. The system for the analysis is represented in figure 6.1. Figure

shows power-vs-time behaviour during a 6[h] batch process.

power is the integral of the radio-frequency power distribution that may vary also considerably

inside the volume (Q [m?]):
Prp :/wRFdV:w/ ¢, tan S|E[2dV 2?7 (6.18)
Q Q

In a RF-assisted process that terms practically increases drying rate because of it can directly
provides power to the wet material and finally it increases the evaporation rate (mw_eyap

[mg/s]). The equations system 6.16 may be completed taking into account 6.1:

Ty, = KT,

to+kTe
PH:TLEZ tOO lpH(t)dt

Py = —a; (Tper () [Teer (t) — Tenv (1)) (6.19)

Tppr(to)—TreT(to+Tih
Pppr = (CopETmPET) z(fo) T r(fo+Tin)

Py + Prrp = Py + Pper + PL

PRF = fQ U)RFdV

\
To properly analyze and understand the capability of a radio-frequency drying process for plastic
materials we designed and made a first prototype to heat and dry. The system consist of two
metallic electrodes. The material was inserted between them and hot air was blown between
the material (convection term). We did several analysis varying the RF applied power and the
hot-air-process temperature. Figure 6.8 shows the geometry of the first prototype and figure

6.10 shows instead temperate-vs-time behaviour varying RF power and process air temperature
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that is necessary to exchange humidity between the material and the environment. The process
was done without dehumidify the process gas. The air was taken by the environment, controlled

at a 20[degC] temperature. Generating power directly in the wet material it is possible to more

PEL

Figure 6.8: Drying process feasibility prototype for plastic materials. Figure represented a mock-up system for

the analysis of RF drying of PET. The total loaded mass is 2[kg].

rapidly dry the plastic material because of the evaporation phenomena id driven by the RF heat
sources. That increase in drying performances is emphasized by the capability to increase the
heating power without increasing the temperature. Standard convection processes need hotter
process gas temperature to increase drying rate because of energy released to a solid body is

proportional to the temperature difference between the fluid and the solid wet body:

Prody = @ (Ttiuia — Tsolid) (6.20)

and it is clear that in any case the power flux is a vectorial field directed from the surface
to the heart of the material: a surface hating characterized by the maximum temperature
assumed at the surface of the material. Because of plastic materials are characterized by low
thermal conductivity (A [W/(m % K)]) there is the risk to overheat the surface material if
it is necessary to increase the drying rate. Plastic materials are characterized by maximum
working temperature of 180[degC| and this is practically the maximum reachable process-gas

temperature. A Radio-frequency device, instead generates inner power sources and it makes
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possible to generate relatively uniform heating inside the material matrix without increasing

the process gas temperature and that minimizes the risk of overheating. Figure 6.10 highlights

Temperaturesvs Time
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Figure 6.9: Drying process comparison for plastic material. The system for the analysis is represented in figure

6.8. Figure shows PET average temperature-vs-time behaviour during a 60[min] batch process.

that generating radio-frequency heating directly inside the material matrix makes possible to
dramatically improve the drying rate of the process. Best results in term of drying performances
were obtained with the combination of radio-frequency heating (125[W/kg]) and hot air at a
controlled temperature of 120[degC]. The final product didn’t show temperature surface defects
in terms of color because of the drying process is low compared with the material critical
temperature of 180[degC]. Considering now equations 6.19 it is possible to estimate main process
characteristics as function of time. We used twelve 6[h] batch process, to estimate main drying
process parameters that are necessary to solve the problem and that are listed in table 6.1.
Heating and radio-frequency powers are measured with the help of power analysers. As seen
before several PT100 measures were used to estimate average load temperature. Finally, solving
equations 6.19 it is possible to obtain during the process most relevant power flows as shown
in figure 6.11. To properly design an RF system it is necessary to evaluate load permittivity.
One of the main process of that particular case is to estimate the complex permittivity as

mixture of lossy and lossless materials. Figure 6.12 represents a mixture of air and PET. For
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Figure 6.10: Drying process comparison for plastic material. The system for the analysis is shown in figure

6.8. Figure shows drying rate-vs-RF power behaviour during a 60[min] batch process.

PET drying process parameters @20[degC]
Parameter Unit | Value

External convection coefficient [%] 20
PET heat capacity [%] 1.25
Water heat capacity [k%{] 4.186
Water heat of vaporization [%] 2453.6

Reference material wet mass [kg] 42
Initial relative humidity [ppm] | 2000

Table 6.1: Process parameters to estimate power flows and relative humidity during the batch process.

that particular case a Maxwell-Garnet equation for two species non mixable materials is used.

If we want to dry at extra low RH (lower than 100[ppm]) there is the necessity to dehu-
midify hot air that exchange energy with the material, in that case it is necessary to dehumidify
gas process. In figure 6.14 is shown a typical layout of drying hopper with dehumidification unit.
The system consists of a drying chamber, (hopper) and a dryer with air dehumidification. The

elimination of water vapor is done with the use of molecular sieve. Two sieves are used. During

A. Marconi PhD Thesis 123



Chapter 6 Radio-frequency (RF) drying

Power vs Time during drying
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Figure 6.11: Drying process for plastic material. The system for the analysis is shown in figure 6.1. Figure

shows power-vs-time behaviour during a 6[h] batch process.

i "M PET (model)
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Figure 6.12: Model for permittivity for mixture of a lossy and lossless material.

the process the system automatically changes the sieve: one is regeneration and one in process,
and practically dehumidify the process gas. Dew point as seen in chapter 1 is measured during
the process. To guarantee high quality of the final product (low humidity also behind 100[ppm)])

a ultra-low dew point is controlled in the system. Inf figure 6.13 are shown the power analysis
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obtained using equations seen in the first part of that work. Measuring Dew Point during of
the process, energy consumed by the heating systems (regeneration-towers heaters and hot air
heaters) and temperatures in several points is possible to compute the drying performances of
the system. It is evident from figure 6.13 , if compared with results of classical dryer without

de-humidification of air that drying is a more enhanced vaporization process.
Ty ~ —40[degC] (6.21)

The industrial-scale first prototype was developed using the theoretical scheme of figure 6.14
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Figure 6.13: Drying power analysis for humidification process.

but adding three main components: a Solid State generator, a Matching Network and optimized
electrodes to generate heating sources directly inside the material. The design phase of electrode
needed a FEM analysis of the electromagnetic problem. To goal of the design and optimization

was to:

e maximize heating uniformity in the cross section

e minimize the risk of discharge, and that means we can accept only electric field that avoid

critical breakdown of air in the drying chamber
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Figure 6.14: Drying hopper for plastic material with air dehumidification.

e optimize the impedance of the heater (what is seen after the matching network) to obtain

reasonable value of matching-network parameters (Cp,Cr,Lr)

e maximize the filling factor of the hopper: because of we add cylindrical electrodes, we
decrease the loading capacity of the system: Because of in a batch process the specific

cost of the process is inversely proportional to system size (load capacity).

The final optimization function that we want to minimize takes into account all these concepts,
opportunely weighted: it is more important obviously optimize RF load impedance (Zgrg [Q])
instead of minimize the maximum electric field in the chamber. An hopper with a load capacity
of 42[kg| was considered. The permittivity of the PET was modeled as seen before. In figure
6.15 are shown the main design parameters for the hopper, for a first concept of having only

high voltage electrodes inside the drying chamber:

e turquoise surface: in the inner part of the hopper is shown the central diffusion pipe: it
is a steel conductor that is in contact with the material, the interface surface is a steel

region and it represents the ground electrode (Vg = 0[V])

e vellow surface: cross section of the hopper; in figure is shown the PET region. The
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external surface is a metallic steel conductor that is bound to the ground (Faraday Cage).

e red surface: copper cylindrical high-voltage electrodes. An electric voltage is applied

between the ground and electrode (Vgy [V]).

i Alpha Y

\
b ELECTRODES

-

Figure 6.15: Drying electrodes design: Cross section of the hopper.

It is possible to more generally have an RF heater where we can use tubular electrodes with
fix high potential (Hgy [V]) as is shown in figure ?? that highlights the difficult to maximize
heating uniformity with an only electrode. We performed an optimization of the system defining
the optimization function that we want to minimize (Fyp;) that is the weighted sum of impedance

matching function, uniformity function, filling factor function and risk of discharge function:
Fyj=F,+F,+ Fp; + Fy (6.22)

Results of electric field (E [V/m]) are reported in figure ?? and highlights the difficulty of
heating the cross section of the hopper with a low losses only electrode, increasing the num-
ber of electrodes may increase uniformity (until a maximum) but dramatically gets worse the
impedance condition. In figure 77 is shown the electrical field distribution inside the heating
chamber that presents a greater uniformity if compared with the case of one only electrode. To
estimate the uniformity it is necessary to define several probes in the computational domain.

Because of the considered geometry does not present shapes with sharp corners (to minimize

A. Marconi PhD Thesis 127



Chapter 6 Radio-frequency (RF) drying

N =13 N =4

Figure 6.16: Drying electrodes design: electrode with fix potentials. Four different configurations with a

different number of electrodes (N [—]).

the risk of discharge), the famous ”divergence-problem” does not occur on sharp corners, and
it makes sense to consider the maximum value of the power density (Wgrry_maz [W/m3]). In
the same way it is possible to define the minimum value of the the power density (wWrprH—min
[W/m?]) and the mean value of the the power density (WrpH—avg [W/m?] and the final esti-

mator for the uniformity is the function:

P Aw _ WRFH-maz — WRFH—min (6.23)
WRF H—-min WRFH—avg

the impedance matching function instead takes into account the difficulty of a matching system

and in an analysis with a constant feeding potential:

Rrru = f (Wes, Prrn)
Xrru = 9 (Wes, Prrm)
Crm = h(Rrru, XrrH, Ln, C1,m) (6.24)

Crm = i (RrrH, XRFHs Ln, Crm)

A certain configuration of the electrodes will be characterized by a certain value of complex

impedance Zrpm and then, the matching network (a certain topology) will be defined by
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capacitances and inductance that solve the maximum power transfer condition as written in
the equation 6.24. The solution of that problem will define currents and voltages on the system
as seen in chapter 5. There are strict condition on the maximum voltage of the capacitors and

inductances of the matching network:

\Ver| = |ZerIrrnr| < Vormas
(6.25)
Vel = Zerler| < Vormas
and finally the impedance matching function (f,) takes into account all these conditions. Prac-

tically, for a m-network topology of the matching network we want to solve the following problem

for a certain fixed power heating

(
opt* = max Rrry

opt* = min Xpry

opt* = Z1oAD (opt*) — Z0 =0

opt* = Vor (opt™) < Cor—maz (6.26)
opt* = Ver, (opt*) < Cor—maz

opt*™ = min Pry (opt™)

op* = max|E| < 0.1- Ey

FAELDAYCATE

| wveecmos:

Figure 6.17: Results of the first considered geometry: one only cylindrical copper electrode (N = 1). Electrical

field inside the cavity

In figure 6.19 is shown the final optimized geometry for a RF drying problem. The

system is designed to transfer a maximum heating power of 5[kW] to a plastic load. The
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electrodes (red) are connected with the use of short-circuited rings on the top and bottom part.
The direction of the material during the process is from the top to the bottom. The air is in

blown by the bottom part of the diffusion cone (turquoise).

&

Figure 6.18: Results of the first considered geoemtry: one only cylindrical copper electrode (N = 2). Electrical

field inside the cavity

Power Density [W/m"3]

Figure 6.19: Final optimized RF hopper design that solve the complete RF problem.
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Microwave (MWH) Heating

7.1 Microwave Theory

The field of radio frequency (RF') microwave engineering (M W) generally covers the
behavior of alternating current signals with frequencies in the range of 100[M Hz] to 1[TH z].

It is possible to summarize different ranges:

e VHF range: 30 — 300[M Hz]
e UHF range: 30 — 3000[M Hz|

e MW range: 3 — 3000[GH z]

to ultra high frequency (UHF) (300-3000 MHz), Of course, in air and free space the frequency
of the electromagnetic wave is related to its wavelength, and for that MW are characterized
by a typical wavelength in the order of millimeters. Because of the high frequencies (and short
wavelengths), standard circuit theory often cannot be used directly to solve microwave network
problems. In a sense, standard circuit theory is an approximation, or special case, of the broader
theory of electromagnetism as described by Maxwell’s equations. This is due to the fact that,
in general, the lumped circuit element approximations of circuit theory may not be valid at

high RF and microwave frequencies.
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7.2 Microwave Electromagnetic problem

Remembering Maxwell’s equations that we saw in chapter 2 it is possible to consider not a
general form of the electric field (E [V/m]) and of the magnetic field (H [A/m]), but considering
a sinusoidal, or harmonic, time dependence, it is possible to take advantage of the phasor
notation and write all fields as complex vectors. For that reason an electric field (E [V/m)]),

polarized in a general direction (x) can be expressed as:
E (x,y,2,t) = xA(x,y, z,t) cos (wt + ¢) = Re [E (x,y,z,t) em] (7.1)

where we defined the real amplitude (A), the radian frequency (w = 27 f) and finally the
phase reference of the wave (¢). For time harmonic fields, it is useful to deeper analyze the
time-average of quadratic quantities, such as power and energy. If we consider more general

three-dimensional electric field:
E = xE, cos (wt + ¢,) + yE, cos (wt + ¢,) + zE3 cos (wt + ¢.) (7.2)
it easily has the phasor form:
E = xE,e'% + yE,e" + 2E,¢' (7.3)

And finally the average of the square of the magnitude of the electric field has the form:

P Y VAV | 1
mﬁW:Tﬂ;E-Eﬁ:2@ﬁ+%+E%J:iEE* (7.4)

Considering the time dependence of the fields as only described by the operator e it is possible

to rewrite Maxwell’s equations 2.1 2.2 2.4 2.3 as:

V-D=p (7.5)
VxB=0 (7.6)
VXxE=—iwB-M (7.7)
V xH=iwD+J (7.8)

The electric current source (J [A/m?]) and the magnetic current source (M [V/m?]) are, volume
current densities, but typically for MW problems the current densities are int he form of current
sheet or line current. As already seen in chapter 2 material bodies are always present in MW
heating problems. For that reason it is necessary to define material properties that make possible

to relate different electromagnetic fields. For a dielectric material, if an electric field (E [V/m])

A. Marconi PhD Thesis 132



Chapter 7 Microwave (MWH) Heating

is applied to it, atoms or molecules polarize, creating dipole moments that increase the total
displacement field (D [C/m?]. The augment of the displacement is defined as the electric
polarization (P, [C//m?]) as seen in chapter 4 and we know that in a liberalized material it is

linearly related to the electric field through the electric susceptibility (x):
D=cE+P.=¢(1+ xe) E=¢6E (7.9)

where the relative dielectric constant of the material can be more generally a complex operator,
where the real part describes the accumulated energy inside the medium and the imaginary

part the energy dissipated into it:

& =€, —ie, = e (1 —itané) (7.10)
The loss of a dielectric can also be modeled, as it is usual, whit an equivalent electric conductor
loss. In a general conductive region with a non-zero electrical conductivity (o [S/m]), the

current density (J [A/m?]) is defined by the Ohm’s law, as seen in chapter 2,
J=0E (7.11)

Considering Maxwell-Ampere’s equation in the frequency domain 7.8 it is possible to explicit
the curl of the magnetic field:

V x H = iwege, E + 0E = iweg <e; — el — i") E (7.12)
weQ

The real part of equation 7.12 can be considered as the total ”effective” conductivity and makes

possible to finally define the loss tangent (tand [—]) as seen in chapter 4:

tand = E—f + -7 (7.13)

€. we,
Microwave materials in MWH processes are usually characterized their relative permittivity
and their loss factor at a certain frequency. In many applications, materials are an-isotropic,
and that implies that the polarization vector does not have the same direction of the electric
field. Crystal structures and ionized gases show an-isotropic behaviours. For that reason the

relative permittivity can be defined as a complex tensor:

Dy | = | éyw € 0 || By | = [ é } | B, (7.14)
DZ é2$ éZ’y éZZ EZ EZ
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As we did for electric field it is possible to define material properties also for magnetic materials.
An applied magnetic field may align magnetic dipole moments in a magnetic material to produce

a magnetic polarization (P, [A/m]):
B = poH + 0P = pio (14 xm) H = pop, H (7.15)

and also in that case, for example for ferrites the relative magnetic permeability may be ex-

pressed with a complex tensor operator:

Ba: M:m: ﬂxy I[‘IZ Hx Hx
By | = | fiya fyy fyz || Hy | = [ v ] | Hy (7.16)
BZ /:I/ZZE /:LZy /:LZZ HZ HZ

If linear material are considered, it is possible re-write Maxwell’s equations, taking into account

material properties:

vV-E=_" (7.17)
€-€0
VH =0 (7.18)
V X E = —iwfi,uoH — M (7.19)
V x H = iwé,eoE + J (7.20)

To mathematically solve Maxwell’s equations it is necessary to impose boundary values.

7.2.1 Fields at a General Material Interface

Considering an interface between two different media, as shown in figure 7.1 it is
possible to obtain relations between normal and tangential fields. Boundary conditions makes
possible to close the mathematical problem and solve the electromagnetic waves in the space
and in the time. Considering the divergence of the displacement field in it’s integral form, for
a time harmonic field and applying it to a closed cylindrical volume region ¥, which closed

surface is 0€):
D.ds= / pdV (7.21)
o0 Q

If the cylinder has volume = hS where S = TR? is the base surface integral and we consider

the infinitesimal value of the volume as shown in figure 7.2
Dy 0

lim D - ds = lim = (7.22)
h—0 h—0 Dn Dn
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Figure 7.1: Electric field (E), current density (J), magnetic field and surface charge density at a general

interface between two media (1 and 2)

and that means it is possible to obtain the vectorial form for the displacement field, where the

surface charge density is defined by ps:
n- (DQ - Dl) = Ps (723)
A similar approach may be done for magnetic field and get the final conservation law for it:

n- B1 =n- BQ (7.24)

It is useful to use the integral for of Faraday-Maxwell’s law 2.15 for the electric field (E)

in the frequency domain for a general surface ¥ bounded by the close loop 9%:

j{ E-dlz—iw/B-ds—/M-ds (7.25)
% b b

And as already did for the displacement field it is possible to compute the infinitesimal quantity
dOY. = dh - dl and if h go to zero we get the vector form of the conservation law for the electric
field through an interface that relates the electric fields in the two media to the magnetic surface
current density (M [4/m?)):

(Eo — E;) x n = M (7.26)
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Figure 7.2: Normal components of displacement field (D,,), and surface charge density (ps) at a general interface
(black line) between two media (1 and 2), respectively highlighted with purple dots and black dots. The grey

curve is the infinitesimal cylinder of height h

and finally after defining the electric surface current density (Js [4/m?]):

n Xx (H2 — Hl) = Js (727)

Fields at a dielectric interface

In a domain with two dielectric ideal materials (tan § = 0) can’t exist a surface current
and previous equations state that the normal components of the displacement field (B) and of
the magnetic flux density (B) and the tangential component of the electric field (E) and of the
magnetizing field (H) must conserve:

n- D1 =1n- D2
n- B1 =1n- B2
(7.28)

HXElanEQ

n><H1:n><H2

These equations are not linearly independent and they impose continuity of fields across inter-

faces of dielectric material.
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Figure 7.3: Tangential components of electric field (E;), and magnetic surface current density (M) at a general
interface (black line) between two media (1 and 2), respectively highlighted with brown dots and black dots. The

grey curve is the infinitesimal path of h and width di

Fields at the interface with a perfect conductor (PEC)

Lossless conductive boundaries (o0 = oo0) are often used to describe for example
external shielding for RF systems or boundaries conductive for resonant cavities if extremely
good conductor are taken into account (for example copper, aluminum or gold). In this case of
a perfect conductor, all field components must be zero inside the conducting region. As seen
in chapter 1 in alternating electric field the skin depth describes the attitude of the current to
distribute only in thin layers. Ideal materials are characterized by skin depth equal to zero,
and in that case the superficial magnetic current density must be zero too, and it is possible
to obtain the BCs for perfect electric conductors (PECs) that demonstrate how perfect electric

conductors short the electric field: that’s typically what happens in a microwave cavity.

n-D = p;
n-B=
(7.29)
nxE=
nxH=J,
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Fields at the interface with a perfect magnet (PM)

Dual to the preceding boundary condition is the magnetic wall boundary condition,
where the tangential components of H must vanish. Such a boundary does not really exist in
practice but may be approximated by a corrugated surface or in certain planar transmission
line problems. We will also see that the magnetic wall boundary condition is analogous to the
relations between the voltage and current at the end of an open-circuited transmission line,
while the electric wall boundary condition is analogous to the voltage and current at the end

of a short-circuited transmission line.

n-D=0
n-B=0
(7.30)
nx E=-M;
nxH=0

7.2.2 The wave equation

Taking into account equations 7.7, 7.8 it is possible to obtain the so called Helmholtz’s

equation for the electric field for a source-free, linear, isotropic, homogeneous region:
2 w2
V2E + (—) jre,E =0 (7.31)
c
and at the same way, the Helmholtz’s equation for the magnetic field:
2 w2
VH+ (£) e H=0 (7.32)
c

In all high frequency electromagnetic problems it is suitable to define the propagation constant
(k [1/m]):
w
k= w\/ue = Ve (7.33)

and finally re-write the previous equations as:
VZE + k’E =0 (7.34)
and at the same way, the Helmholtz’s equation for the magnetic field:

VPH+EH =0 (7.35)
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If a plane wave is considered it is possible to easily get the wavelength (A [m]) of a plane wave,
the phase velocity (v, [m/s]) and more important the so called intrinsic impedance of a medium

(Z: [Q]):

_ 2w _ 27y
)\_k_ w

Up = (\/ﬁ) (urer) 2 = c(prer) 2 (7.36)

= (V) (VE) - (/)

where Zj is the intrinsic impedance of the vacuum-free space and it is equal to 377[€)].

It is possible to consider now a real lossy material and take into account the equations:

V X E = —iwp,puoH

(7.37)
V x H = iwe, eoE + cE
and we can obtain the wave equation for the electric field for a lossy material:
V’E ++’E =0 (7.38)

where it is defined the complex propagation constant () that takes into account the attenuation

effects due to the presence of a real material.

1
v =iw MTGT<C) 1-i-—2 =a+1if (7.39)

WEr€Q

where equation 7.39 introduces the attenuation constant () and the phase constant (/).

If a good conductor is considered it is possible to properly compute the complex prop-
agation constant, considering that the conductive current is several order greater than the

displacement current (o > we,€p, and then:

v=a+if=(1+1) “’Qﬂ (7.40)

From equation 7.40 it is possible to define the penetration depth (J5 [m]) defined as the distance
after which the amplitude of the fields in the conductor decays by the 36.8[%)]:

1 2
= — = (7.41)
a \ wprpoo
7.2.3 General plane wave solution

That section looks at plane waves from a more general point of view and solves the

wave equation by the method of separation of variables. [15] In free-vacuum space the Helmholtz
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equation for the electric field 7.34

O’E  O0’E  O’E
2 2
VE+RKE = 0x? + Oy? + 072

+EE=0 (7.42)

may be rewritten as a product of three functions for each components of the space and for
each of the three components of the space, considering E = (E,, Ey, E,) and E,, E,, E, as a
function of the space:
O*E; 0°E; O%E,
+ +
Ox? 0y? 072
By (5,9,2) = £ () 9 (4) h (2) (7.44)

+k2E;  withi=m,y,z (7.43)

This equation can be solved by the method of separation of variables, a standard technique for
treating such partial differential equations. It is possible easily, considering equation and 7.44

to obtain a more compact form of 7.43:

1

/' (x) 9(y)+h(Z)+kg:k§+k§+k§+k§=0 (7.45)

@) T aw R

Considering a simple plane wave traveling in the positive direction, it is possible for each

coordinate to write the complete solution of the electric field. It is possible to define the
wave number (k) as the resultant vector that has the same direction of the direction of the

propagation of the wave:

k =k x+kyy+k.z=Fkon (7.46)

and the module of the wave number is:

ko = /K2 + k2 + k2 (7.47)

Considering the position vector (r = xx + yy + 2z) the electric field can be expressed in its

components:
E, (x,y,2) = |Ef|e”kT
Ey(z,y,2) = |E;|e_ik'r (7.48)
B, (z,y,2) = |Ef]e"

The electric field is the combination of its three components vectorial components:

Eo = |Ei|x + |EX[t + | Ef|z
’ Y : (7.49)
E = Ege kT

and finally the divergence theorem of the electric field imposes the condition of perpendicularity

between the electric field and the wave number vector:

k-Eg=0 (7.50)
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Now it is possible to consider the curl equation of the Magnetic Field in the frequency domain
7.7 and re-write it to obtain a new relation between magnetic field and electric field that relates
the magnetic field is in a plane normal to the wave number (propagation direction) and also
perpendicular to the electric field as shown in figure 7.4.

1 1
H=i—VXxE=—nxE 7.51
wito 2 (7.51)

zs]

=|

L =

Figure 7.4: Electric field (E), magnetic field (H) and propagation vector (n) in the space for a general plane

wave solution.

7.2.4 Energy and Power of an Electromagnetic Wave

A source of electromagnetic energy sets up fields that store electric and magnetic energy and
carry power that may be transmitted or dissipated as loss. In the sinusoidal steady-state case,

the time-average stored electric energy in a volume region () is given by:

W, = *Re </ E. D*dV> (7.52)
4 Q

and the stored magnetic energy is

W, = ~Re (/QH : B*dV) (7.53)

T4
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As seen in chapter 2 the Poynting vector is:
S=ExH" (7.54)

and the Poynting’s theorem states the complex power balance equation between the power de-
livered by the source (Ps), the power transmitted through the surface (P), the power dissipated
in the volume region (P;) and the sum of the "reactive” energy stored in the area multiplied by
a factor 2w.

Py = Py + P+ 2w (W, — We) (7.55)

where the power dissipated in the volume region is due to to conductivity, dielectric, and

magnetic losses:
1 2 ]. " 2 ]_ " 2
P =—o | |[E*dV + -w [ €.€|E|*dV + -w [ p,puo/H|*dV (7.56)
2 Ja 2 Ja 2 Ja

and the power transmitted through the surface (02) is described by the flux of the poynting
vector:
1

2 Joq

7.2.5 Plane wave reflection from a media interface

It is fundamental to introduce and study reflection coefficient that well describes the
transmission problem for a RF and MW problem. To do that it is possible to analyze the the
behavior of electromagnetic fields at the interface of various types of media, including lossless
media, lossy media, good conductors, or a perfect conductors. With no loss of generality we
can assume that the incident plane wave has an electric field vector oriented along the z-axis
and is propagating along the positive z-axis. Electromagnetic fields may be studied for z < 0
and it is possible to define two different kind of EM fields: reflected (E, and H,) and incident

(E; and H;). The incident fields to a certain boundary interface are:

E;, = XEoe_ikoz

(7.58)
H; =y 4 Ege™*0?
The reflected fields to a certain boundary interface are instead:
E, =TI (xEyettko
=T ) (7.59)

H, =T (—y 4 Boeti*o)
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and equations system 7.59 introduces the reflection coefficient (I') of the reflected electric field.
It is possible at the same way define the transmission coefficient (7") of the transmitted electric
field and the characteristic impedance of the region (Z.):

B =) (7.60)

H =T (yZLCEOe—W)

Taking into account equations 7.59,7.60,7.58 it is possible to obtain the equation system:

1+0'=T
(7.61)
i-r _ T
Zo  Ze
and find a nice relation between the intrinsic impedances and the reflection coefficient:
Ze. — Zy
= 7.62
Zc + ZO ( )
and also to explicit the transmission coefficient:
27,
IT'=141=—— 7.63
Ze+ Zy ( )

7.3 Transmission Line Theory

Transmission line theory bridges the gap between field analysis and basic circuit theory
and therefore is of significant importance in the analysis of microwave circuits and devices. As
we will see, the phenomenon of wave propagation on transmission lines can be approached from
an extension of circuit theory or from a specialization of Maxwell’s equations. In RFH and
MWH process it is necessary to design the system to guarantee for example the good matching
condition and the process robustness. Many times it is useful to consider the system or only
small parts of it (cables, connections) as TR-lines: The key difference between circuit theory and
transmission line theory is electrical size. Circuit analysis assumes that the physical dimensions
of the network are much smaller than the electrical wavelength, while transmission lines may
be a considerable fraction of a wavelength, or many wavelengths, in size. Thus a transmission
line is a distributed parameter network, where voltages and currents can vary in magnitude
and phase over its length, while ordinary circuit analysis deals with lumped elements, where
voltage and current do not vary appreciably over the physical dimension of the elements. It is
possible to model the line shown in figure 77 with lumped elements per unit length: the series

resistance (R [Q2/m]), the series inductance (L [H/m]), the parallel conductance (G [S/m])
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and the parallel capacitance (C' [F'/m]). Considering Kirchhoff’s voltage law and Kirchhoff’s

current law it is possible to the infinitesimal line for the sinusoidal condition:

WG — _(R+iwL)1(2)

(7.64)
UG — (G +iwC)V (2)

It is possible to solve simultaneously equations 7.64 to give wave equations for voltage and
current, defining again the complex propagation constant as already done in the previous section

and obtain the traveling wave solution for electric voltage:
V(z)=Vyte " + Vye? (7.65)

and for electrical current:

I(z)=1fe " +1;et (7.66)

and the propagation constant is function of the electric network parameters:

y=a+if =+/(R+iwL) (G +iwC) (7.67)

From previous equations it is possible to get the characteristic impedance of the system:
| /S v R+ iwlL
Zy=-"5=—0 =/ R (7.68)
I I, G+ iwC

Transmission Line: Coaxial Line

In MW and RF heating processes some of most important component are connection cables.
Coaxial line makes possible to connect different components with simplicity and without the
necessity to properly design wave-guides (e.g. TE-air wave-guides). Coaxial lines must guaran-
tee low losses through the line and robustness of the system. Because of currents and voltage
may be extremely high there is the necessity anyway to pay attention in the cable choosing.

The electric and magnetic fields of a traveling TEM wave inside the coaxial line can be describe

with:
E=V)—pe 7 (7.69)
rln 2
a
H = Iy (7.70)
2mr

where the propagation constant () of the line is expressed by 7.67 . The conductors are assumed
to have a surface resistivity (Rs) , and the material filling the space between the conductors is

assumed to have a complex permittivity (e = € — ie//) and a real permeability (1 = prpo). The
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coaxial line is defined by a inner radius (a [m]) and an outer radius (b [m]). It is possible to

obtain the parameters of the coaxial line:

L=t (7.71)
T a

C- ijb (772)

R= %S_ b ;Lba (7.73)

B 21?22 (7.74)

Starting from a coaxial line it is possible to derive the telegrapher equations 7.64 only using
circuit theory or Maxwell’s equations. A TEM wave on the coaxial line will be characterized
by E, = H, = 0 ; furthermore, due to its symmetry, the fields will have no € variation, and

then % = 0. The fields inside the coaxial line will satisfy Maxwell’s curl equations:

V x E = —iwiH

V x H = iwéE (7.75)

OLr — —jwjH, .

\ My — _jweE,
and considering the TEM hypothesis:

Ey = f(rZ)
Hy = 9(:) (7.76)
E, = h(z)

Voltage drop between the the conductors (inner and outer conductive layer) can be computed
as the line-integral of the electric field and the current that flows through the system as the

surface integral of the magnetic flux. Finally, it is possible to obtain telegrapher equations:

V) — LI (2
o= ) (7.77)

For a coaxial line it is easy to derive its main transmission parameters. The propagation

constant:

v = iwy/f1é (7.78)
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The characteristic impedance (Zy [?]) of a TEM coaxial-line is instead:

Vo a1l b
-V _ /e n 7.79
I cor (7.79)

Zo
One of most relevant problems of transmission lines is when they are terminated to a general
load. It is easy to understand that in RF-MW heating process that is normal. If we consider
for example that our heating device (cavity or electrodes) can be modeled with a synthetic
impedance (Zywg [©2]) that describes its electromagnetic behaviour, the coaxial line that
connects the wave generator to the load is terminated to the impedance of the heating device.
This problem will illustrate wave reflection on transmission lines, a fundamental property of
distributed systems. Considering as already done in the previous section that an incident wave

(VOJre*’ﬂz is generated from a field source for negative z-coordinates, it is possible to obtain the

voltage-reflection-coefficient (I'):

Y% _ Zuwe — 2%

r = 7.80
Vot Zuwn — Zo (7.80)
And finally the total voltage and current waves on the line can then be written as
V(2) = Vgt (e7P% 4 Tt
0" ) (7.81)

+ . A
I(z)= % (e‘zﬁz — I’e’ﬁz)

From these equations it is seen that the voltage and current on the line consist of a superposition
of an incident and a reflected wave; such waves are called standing waves. Only when I' =
0 is there no reflected wave. Equation 7.80 states that to don’t have reflection, the total
impedance of the heating device (RF or MW) must be equal to the characteristic impedance of
the transmission line, as seen from. That condition was already introduced in chapter 5 for the
so called perfect-matching condition in radio frequency matching design. If we now consider
the time-average power flow along the line it easy to see that the average power flow is constant
at any point on the line and that the total power delivered to the load is equal to the incident
power minus the reflected power.

b LGP

avg — 9 ZO (1 - ‘PP) (782)

When the load is mismatched a certain amount of power is not delivered to the load, and
practically can only return to the generator (and that can also destroy it) and it is useful to

define the so-called return loss (RL [dB]):

RL = —201log |I'| (7.83)
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When the load is mismatched another the presence of a reflected wave leads to standing waves,
and the magnitude of the voltage on the line is not constant but instead oscillates between
a minimum and a maximum value. As the voltage-reflection-coefficient increases, the ratio of
Vinaz t0 Vimin increases, so a measure of the mismatch of a line, called the standing wave ratio

(SWR [-]):
Vinae 14T
Viin 1 —|T|

An automatic matching network solves the transmission problem varying its components in a

SWR = (7.84)

certain way to make zero the standing wave ratio.

7.3.1 The Smith Chart

The Smith chart represented in figure ?7? is probably the best known and most widely

used way to analyze and solve the transmission line problems. It was developed in 1939 by P.

Smith. It is based on a polar plot of the voltage reflection coefficient [74]. The real utility of the

Smith chart, however, lies in the fact that it can be used to convert from reflection coefficients

to normalized impedances. The reflection coefficient may be expressed in magnitude and phase:
: ~ Zr—1

I'=|[e = ﬁ (7.85)

where the load impedance (Z, [Q]) may be normalized with a complex number defined by a

real part and an imaginary part:

. ZL - 1+ |F|€i0

= 70_ 71_|I‘|619 =rr + i (786)

Zr
that approach makes possible to obtain the total resistance of the load and the total reactance

of the laod:

o 1—Re(I')?—Im(T")?
Ry = Zo (1—Re(I"))>+Im(I")? (7.87)

_ 2Im(T)
XL = Zo(lfRe(F))erIm(F)z

The Smith chart can also be used to graphically solve the transmission line impedance equation

to minimize the reflected power since this can be written in terms of the generalized reflection

coefficient.

7.3.2 Lossy transmission lines

In practice, transmission lines have losses due to finite conductivity and/or lossy dielectric,

but these losses are usually small. In many practical problems loss may be neglected, but at
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Figure 7.5: Smith Chart. In figure are presented several well known impedances (Z1 = 31 Zo). The blue point
represents the open load condition, the green point represents the perfect matched condition and the red dot

represents the short-circuit condition.

other times the effect of loss may be very important, as when dealing with the attenuation of
a transmission line, noise introduced by a lossy line, or the quality factor @ [—] of a resonator.
In this section we will study the effects of loss on transmission line behavior and show how the

attenuation constant can be computed as:

fy:iw(\/m>\/1—i<R+G RG> (7.88)

wC  w2LC

In most practical microwave and radio-frequency heating transmission lines the losses in the
line are small compared to power dissipated in the heating device. In that case it is possible to
simplify the propagation constant and the characteristic impedance of the line. The two main
hypothesis for those systems are:
% <! (7.89)
£ <1

and then the propagation constant and the characteristic impedance can be approximated to:

arisx[3 (2 +0m)] i ovic]

Zoﬁ\/g

(7.90)
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7.4 Waveguides

Heaviside considered the possibility of propagation of electromagnetic waves inside
a closed hollow tube in 1893, but he rejected the idea because he believed that two electrical
conductive materials were necessary for the transfer of electromagnetic energy [30]. In 1897,
Lord Rayleigh (John William Strutt) mathematically proved that wave propagation in wave-
guides was possible for both circular and rectangular cross sections [70]. Rayleigh also noted
the infinite set of waveguide modes of the TE and TM type that were possible and the mathe-
matical existence of a cutoff frequency. Waveguides have the advantage of high power-handling
capability and low losses on them. In this section the properties of several types of waveguide
typically used int MW systems are presented and analyzed. First of all it is necessary to under-
stand the different types of wave propagation and modes that can exist on general waveguide
geometries. Transmission lines that consist of two or more conductors may support transverse

electromagnetic (T'"EM ) waves. T EM lines are characterized by:

e a uniquely defined voltage,
e a uniquely defined current,

e a uniquely defined characteristic impedance,

Waveguides taht consist of a single conductor, support insted transverse electric waves (T'F) and
transverse magnetic waves (7'M ). Such waves can’t admit an unique definition of characteristic

impedance.

7.4.1 TEM, TE and TM waves and their solution

Considering only general two-conductor transmission lines and closed waveguides it
is possible to assume time-harmonic electric field (E) and magnetic field H and rewriting curl-
Maxwell’s equations it is possible to obtain a relation of x-component and y-component as

function of z-compo net. In figure 7.6:

1 OF, OH,
H, = zk—g (we 9y B 5 ) (7.91)
1 OF, OH,
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(a) (b)

Figure 7.6: Transmission Lines. (a) General two-conductor transmission line and (b) closed waveguide.

1 oF, OH,
1 oF, 0H,

where the cut-off wave number (k.):

k. =k* — 52 (7.95)

and the wave number (k) of the material filling the transmission line or waveguide region can

be more generally a complex operator, if the dielectric material is lossy:

k= wy/j1é (7.96)

Attenuation in a transmission line or waveguide can be caused by either dielectric loss (due to
the oscillating electric field) or conductor loss (due to the effect of low conductivity and electric
current density). The total attenuation constant («) can be considered as the sum of the two
previous effects:

a=ag+ o (7.97)

the complex propagation constant in first analysis may take into account only dielectric losses,

and if the dielectric fills the waveguide (or transmission line):

v =ag+i8 = k2 — wupege, (1 — itan d) (7.98)
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TEM waves

The transverse fields of a TEM wave are thus the same as the static fields that can
exist between the conductors. They are characterized by z-components equal to zero. The

cutoff wave number must be zero for a TEM wave:
keerem =0 (7.99)
That means the propagation constant must be equal to the wave number:
B=k (7.100)

The wave impedance of a TEM mode can be found as the ratio of the transverse electric and

magnetic fields and it must be equal to the characteristic impedance of the vacuum:

E, -—-FE I
Z ==Y /0 =7 7.101
o =gt = =\t = 2 (7.101)
and the attenuation constant:
k
aq =5 tand + i (7.102)

TE waves

Transverse electric (TE) waves are characterized by z-component of the electric field
equals to zero. The propagation constant () is generally a function of the frequency and of

the geometry because of the cut-off wave number can’t be zero.

B=1/k?— k2 (7.103)

The TE wave impedance is instead:

E, -—-F 1 k
T — 2% Yy o =722 7.104
S, T H, Y8 7B (7.104)
and the attenuation constant:
k2
g~ 25 tand + i3 (7.105)

TM waves

Transverse electric (TE) waves are characterized by z-component of the magentic field

equals to zero. The propagation constant () is generally a function of the frequency and of

A. Marconi PhD Thesis 151



Chapter 7 Microwave (MWH) Heating

the geometry because of the cut-off wave number can’t be zero.

B=k?— k2 (7.106)

The TM wave impedance is instead:

-F 1 154
Ty = — =Y 2 _ 7z 7.107
™= H,” H ~we Pk (7.107)
and the attenuation constant:
k2
ag~ —tand + i (7.108)

~ 53
7.4.2 Rectangular Waveguides

Rectangular waveguides are one of the most used type of transmission lines used to
transport microwave signals in MW applications. In the applications proposed in that work
they are typically the geometry used to transfer power from the MW generator (Magnetron
or Solid State MW generator) to the resonant cavity. Nowadays micro-strips and strip-lines
are becoming extremely interesting alternative to rectangular waveguides but for high power
applications (Pyrw > 1[kW]) rectangular waveguides still represent the best choice. The hollow
rectangular waveguide can propagate TM and TE modes but not TEM. waves since only one
conductor is present (and it is external). We will see that the TM and TE modes of a rectangular
waveguide have cutoff frequencies (f. [Hz|) below which propagation is not possible: evanescent
modes. In that section only TE modes analysis is presented because of for MWH process

typically rectangular waveguides that admit only TE modes are used and designed [16].

TE Modes for a rectangular waveguide

The geometry of a rectangular waveguide is extremely simple: the cross section (xy-plane) is
a rectangle (characterized by its width (a [m]) and its height (b [m])) and the z-component
of the electric field must be zero as seen in the previous section [20]. A canonical rectangular
waveguide is presented in figure 7.7. With these hypothesis the wave equation can be reduced

as:

2 5
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Figure 7.7: Rectangular waveguide. The propagation direction for the geometry is the z-coordinate. The

rectangular waveguide is characterized uniquely by its width (a [m]) and by its height (b [m]).

where the cutoff wave number is:
k2=k - B =kl +k (7.110)

If we solve the wave equation at the end we can find the transverse field components of the so
called T FE,,, mode, where m = 0,1,2,... and n = 0,1, 2, ... and each mode is characterized by

a combination of m and n. The cutoff wave number can be rewritten as function of m and n:

ke = \/(T>2+ (%)2 (7.111)

The propagation constant highlights that propagation may occur only if its value is real and

that imposes a constraint on the wave number: it must be greater than the cutoff wave number:
ImB)=0=k > k. (7.112)

Anyway each mode (has a cutoff frequency f.—y given by:

e = g = o (22 () w19

The mode with the lowest cutoff frequency is called the dominant mode and in that case (if

a > b) the dominant mode is the T'Ejy:

1
2a./pe
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Finally it is possible to calculate also characteristic impedance of a rectangular waveguide for
the dominant mode and remembering that the propagation constant is k = w,/eu:

k k k 1
Zrg = Zo~ = Zg———— = Zg— = Zp——— (7.115)

Tooye-@ 7 @)
In many applications can be interesting to know also the wavelength of the waveguide. For
example if we want to solve numerically (e.g. FEM model) it is necessary to mesh the volume
or surface regions. To obtain a good discretizationn of the geometry is necessary to know a
characteristic dimension of the electromagnetic wave: the waveguide-wavelength (A\g [m]) and
for a rectangular waveguide with only T E,,, and it is the distance between two maximum in
the waveguide:
27 27 27 1 1

Ag=— = = — =A > A (7.116)
B k2_(£)2 k 1— (L)Q 1— (L)2

a ak ak

At a given operating frequency (f, [Hz]) only modes having f,, > f. will propagate. Modes
with f, > f. will decay exponentially away from the source of excitation, such modes are
called evanescent modes. If more than one mode is propagating, the waveguide is said to be
overmoded. In a MWH design typically waveguide dimensions are chosen so that only the
dominant T'E1yp mode will propagate. In that case we are not interested in other modes and it

is possible to easily find the cutoff wave number and the propagation constant:
ke=7%

=i = (3

When a waveguide for high power transmission purposes is design it is necessary to compute

(7.117)

also losses due to dielectric losses (for the effect of high frequency oscillation of the electric field)
and conduction losses due to ”real” surface resistivity of the external conductors. Attenuation

constant as seen in the previous section takes into account losses:

R .
— S 2 2 31.2 .11
o 7a3bﬁk20(7rb+ak) (7.118)

where R is the surface resistances of boundaries of the waveguide and Z is the vacuum-free

characteristic impedance.

7.4.3 Circular Waveguides

A hollow, round metal pipe also supports TE and TM waveguide modes. Figure

7.8 shows the geometry of such a circular waveguide, with its inner radius (a [m]). Because
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cylindrical geometry is involved, it is appropriate to employ cylindrical coordinates and do a

coordination transformation from [z, vy, z] to [p, P, 2| [14] For circular waveguide it is possible

2a

Figure 7.8: Circular waveguide. The propagation direction for the geometry is the z-coordinate. The circular

waveguide is characterized uniquely by its radius (a [m]).

to derive the cylindrical components of the transverse fields from the longitudinal components

as:
B = il (3% ) i
Hp:ié (we%%% 75381,102) '
o = - (ot + 51 5)

TE modes

For TE modes the z-component of the electric field must be zero, and thus the z-

component of the magnetic field is a solution to the wave equation:
V2H, + kK*H, =0 (7.120)

and in cylindrical coordinates it is possible to obtain the Bessel’s differential form of the wave

equations:
2 21.2 2
—s — ks — R=0 7.121
P 5 +p + (p . N ) ( )
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The T Eyy, modes are thus defined by the cutoff wave number (ke ):

kc—mn = P (7122)

a
where n represents the number of circumferential variations (® [rad]) and m represents the
number of radial variations (p), and then the propagation constant for a circular waveguide can

be expresses as:

’ 2
The cut-off frequency instead is:
fc—mn = ! P (7124)

INGT R

Some values of plmn are presented in table 7.1 and it highlights that the first T F-mode that
propagates is the mode with the smallest p/nm, which is the mode T'Fq1. This mode is therefore
the dominant circular waveguide mode and the one most frequently used for RFH processes.

For the dominant mode T'E1; the characteristic impedance is:

Values of p,,,,, for TE-modes of a Circular Waveguide
m 1 2 3

n Prm

1 3.832 7.016 10.174

2 1.841 5.331 8.536

3 3.054 6.706 9.970

Table 7.1: Values of plnm for T E-modes of a Circular Waveguide.

_Ep__E<I>_ E_ k _
ZTE—ll—E— i, —ZOB—ZO kz_(3.832)2_201—(3'832)2

o ak

(7.125)

Attenuation due to dielectric loss is given by equation 7.105. The attenuation due to a real
lossy waveguide conductor can be found by computing the power loss per unit length of the
circular guide as already done for the rectangular waveguide:

Ry ([, k2
= P 12
e = WBkZo (kc t 11681 — 1> (7.126)

. Circular waveguide may be used for example to properly make a inspectOOion-view-slot in
a resonant cavity. If we want for example to measure with a thermal-imaging system the
temperature load, it is possible to design a circular waveguide of a certain length to minimize

the field leakage but to allow the temperature measure.
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7.4.4 Coaxial Waveguide

The coaxial transmission line geometry is shown in figure 7.9, where the inner con-
ductor is at a HV potential (Vj [V]) and the outer conductor is at ground potential (Vy; = 0 [V])
[71]. Coaxial waveguide more generally are designed to admit only 7'EM-mode propagation.
We know that the fields can be derived from a scalar potential function, V(p,®), which is a

solution to Laplace’s equation. In cylindrical the problem that it is necessary to solve is:

10 ls) 1 92 _
b (P55V) + eV =0

a,®) =V, (7.127)

Solving the equations system of 7.127 it is possible to get the solution of the potential scalar

function:

V(p, ®) = VoL (7.128)

Figure 7.9: Coaxial waveguide. The propagation direction for the geometry is the z-coordinate. The circular
waveguide is characterized by its inner radius (a [m]) and by its outer radius (b [m]). The outer conductor is at

ground potential (V, = 0).

modes in addition to the TEM-mode. T'E and T'M modes are typically evanescent, and that

means they only have reactive effects. In coaxial waveguide design it is then necessary to avoid
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the propagation of these higher order modes, and that means the design must limit the size of
the coaxial waveguide. Now considering the dominant waveguide mode T FE7; it is possible to

get an approximate formulation of the cut-off wave-number (for n = 1):

2 2
a—l—b_a(l—i—g)

c =

(7.129)

where 1) = fracba is the ratio between the inner and the outer radius (or equivalently the ratio
between the inner and the outer diameter), and we observe that b/a > 1 The cut-off frequency

of the T E1; mode is then:

1 ke \ 1 1
Je-11 = o7 Jeolis <\/m> NG (a (1 n 3) m) (7.130)
7.5 Microwave Network Analysis

Microwave network theory was originally developed in the service of radar system and
component development at the MIT Radiation Lab in the 1940s. This work was continued at
the Polytechnic Institute of Brooklyn and other locations by researchers such as E. Weber [33],
N. Marcuvitz [57] and many other researchers. Field analysis and Maxwell’s equations make
possible to solve many canonical problems, solving the relation between the magnetic field
and the electric field in the domain. Previous sections show how it is possible to get lumped
parameters (propagation constant, wave number, reference impedance) for some waveguide
geometries. Now it is possible to interconnect various components and use network and/or
transmission line theory to analyze the behavior of the entire system of components, including
effects such as multiple reflections, loss, impedance transformations, and transitions from one

type of transmission medium to another [31].

7.5.1 Impedance and equivalent current and voltage

At microwave frequencies the measurement of voltage or current is difficult and sometimes
impossible unless a clearly defined terminal pair is available. The voltage of the B conductor
relative to the A conductor can be found integrating the electric field along the path that
connect the B conductor to A conductor (Vap [V]):

A
VBA:V:/ E-dl (7.131)
B
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And the total currents flowing in the two conductors can be computed with the Ampere’s law

and with any closed loops that "hold” every single conductor alone:

In=§pgaH-dl

(7.132)
And then the characteristic impedance (Zy [Q]) is:
Vv

Zy = T (7.133)

For a waveguide geometry as seen in the previous sections it is possible to relate electric field
and magnetic fields to propagation constant, geometrical parameters and material properties.
For an arbitrary waveguide mode with both positively (+) and negatively (—) traveling waves

it is possible to define transverse electric and magnetic fields as:

_ i + —iBz — Bz
E, = Cle(v e 4 Ve ) (7.134)
1 . ,
— + —iBz _ 71— ifz
H, C2h(I e I"e ) (7.135)

where the two equations introduce the amplitudes of the traveling waves (A" and A™) and the
transverse field variations (e and h). It is possible to solve the problem considering power and
impedance conditions: the complex power flow of the incident wave must be equal to half the
product of the incident complex voltage and the conjugated complex of the incident current;
the characteristic impedance must be equal instead to specific characteristic impedance of the

mode. Finally, for a given waveguide n-mode (n is the number of the mode):

N
1 , .
Ei=Y o (vje—lﬁnz + V{e“ﬂnz) e, (7.136)
n=1 In
N
H =) (I,je—lﬁnz - I;eJ”’B"Z) h,, (7.137)
n—1 1n
and the characteristic impedance is then equal to the wave impedance
VT |7 1 FE;
Jp= — = — = — = = — 7.138
T T o, 7Y OH (7.138)

The concept of impedance, then, forms an important link between field theory and transmission
line or circuit theory: the impedance is characteristic of the type of field, as well as of the
medium. Consider a general waveguide it is possible to consider the arbitrary one-port network
to derive a general relation between its impedance properties and electromagnetic energy stored
in, and the power dissipated by, the network and the complex power flow:

. 1 1
P= 27{E><H*-ds:PJ\/H/VHﬂLZQ(«u (Wi — We) = §VI* (7.139)
s
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and then is is possible to obtain the impedance of the system (Z) as already done in chapter 5

but also considering the magnetic energy stored in the EM-domain:

. vV 2P 4w (Wi, — W,
Z=R+iX=—= MWH + 2’1‘*”2( ) (7.140)

and so the real part and the imaginary part of the impedance is:

Rywa = 2P”|II‘|’5H

(7.141)

Xyuwhg = 4o Wm=We ‘1’2

It is useful to understand the that sign of the reactance describe the capacitive-inductive type

of the load.

7.6 Impedance matrix

The term port was introduced by H. A. Wheeler in the 1956 [35]. Because of it is
possible to define in a microwave network for several ”important-points” voltages and currents,
it is then possible to use impedances and circuit theory to link these ”important-points” or
with a better therm: port each other. Considering an arbitrary N-port microwave network as
depicted in figure 77, at a specific point on the n-th port, a terminal plane, ¢,, is defined along
with equivalent voltages and currents for the incident and reflected waves as already seen in
the previous section:

_ v+ -
o =Vu t by (7.142)
I,=1F-1;
and the impedance full matrix ([Z] [©2]) of the microwave-rf network that relates voltages and
currents is:

V] = [2][1] (7.143)

where

Vi
= — 144
a (7.144)

31 1,=0,i5
7.7 The scattering matrix

For RF heating devices it easy to define voltages. It is clear that these devices are

characterized by two (or more) electrodes between which an electrical potential difference is
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applied, but for MW heating devices it is hard to ”find” an unique way to define voltages.
A representation more in accord with direct measurements, and with the ideas of incident,
reflected, and transmitted waves, is given by the scattering matrix [18]. For an N-port network
the scattering matrix ([S] [—]) provides a complete description of the network and particularly

it links incident (VI+]) and reflected (V=) voltages:
Vo] =[S]VT] (7.145)
where

I o
Y Vitlvio

Ry (7.146)

An important property of the scattering matrix is that if the network is lossless, no real power

can be delivered to the network and then the scattering matrix ([S]):

(S = (151 (7.147)

Power Waves and Generalized Scattering Parameters

From the total voltage and current on a transmission line it is possible to explicit the the

incident and reflected voltage wave amplitudes:

Vot =3 (V + ZoI)
o2 (7.148)

Vo =2 (V=2lI)

D=

And the 7active” power dissipated to the load, if the characteristic impedance of the load is

purely real (for example with a matching network).
1 +12 —2
Puwi = o (IVo'I* = Vo ) (7.149)
27y

Power waves are defined to solve the problem of 7.149. If we consider the incident power (a

[W]), the reflected power (b [W]) and the reference impedance (Zr = R, +iXg)

o= V4+Zgrl
2vhgr (7.150)

p— V=Zil

2V RRr

and then it is possible to define the active power flow delivered to the load (or dissipated in it):

—_

Pywn = = (Ja* — %) (7.151)

2
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and the reflection power coefficient (I'p) is equal to:

b Z,— 73
D =-===_"4 7.152
P"a Zo+ 23, ( )

Observing the relation between the power waves and the voltage waves

[a] = [F] (V] + [Zg][T])

(7.153)
[b] = [F1([V] = [Zr][1])
where the matrix [F] is a diagonal matrix with specific elements:
1
it is possible also now to define the scattering matrix for the power waves ([Sp]) as
[Sp] = [F1(12] = [ZR]) ([2) + [Zr]) "' [F] 7 (7.155)

7.8 The transmission matrix

The impedance and the scattering matrix are the base to characterize a certain RF or
MW component, but if a series of components are connected together it is necessary to define
a transformation that makes possible to analyze the behaviour of the global network, and that
for example relates voltages to currents or analyze power transfer efficiency. The ABCD matrix

is defined for a general 2-port network:

Vi A; B Vit1
B I " (7.156)
I; C; D Iipa
The cascade of several 2-port components: for example if in the network are present N-
components makes possible to relate voltages and currents of all components. The overall
Ar B
matrix ! ! is then:

Cy Dy

A; B
U H (7.157)
¢, Dy | | ¢ oD

and finally the relation between voltages and current (I1,V7) of the Port-1 and voltages and

current (In,Vy) of the Port-N for a cascade of N-components can be expressed as:

Vv A; B V., N V.,
_ | = H o (7.158)
I; Cy Dy Inyy i—1 | Ci D; Iy
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Transmission Matrix ABCD . Transmission Matrix ABCD .
. 2-Port network (1 component) - 2-Port network (2 components)

Port;
Port;
Porty
Port,

Figure 7.10: Matrix ABCD for 2-port networks. (a) 1 components, (b) 2 components.

7.9 Microwave Resonators

Microwave resonators are used in many applications, such as filters, oscillators, fre-
quency meters, tuned amplifiers and dielectric cavity resonators for microwave heating appli-
cations. Because of that last application is the most important in MWH processes that section
will analyze it more deeply and particularly how to discuss the excitation of cavity resonators
using apertures (slots) and current sheets [15]. Because the operation of microwave resonators
is very similar to that of lumped-element resonators of circuit theory, the basic characteristics

of series and parallel RLC resonant circuits are extremely important to understand them.

7.9.1 Resonant circuits: Parallel and Series

It is possible to use equivalent RLC-equivalent circuit to model MW-resonators for

a frequency range close to the resonance condition.
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Series resonance RLC Parallel resonance RLC
Input impadance: Z;,, Input impadance: Z;,,
I 1 2 5] I 1 17 L 1"
-~ eo/\/\/-o " 9 —5——®
R L

(a) (b)

Figure 7.11: RLC circuit resonators. They are characterized by a resistance (R [©2]) an inductance (L [H]) and
a capacitance (C' [F]): (a) A series RLC resonator (b) A parallel RLC resonator.

Series resonant circuit

A series RLC resonant circuit is shown in figure 7.11a. It is possible to describe the

input impedance (Z;, [2]) as:

1
Zin=Zp+ Zr+ Zc = Rin +iXin = R+1 (wL — C) (7.159)
w

and the complex power (Pm) developed to the MW resonator is then proportional to the square

of the current that flow through the circuit (series of the three impedances):

P %Vj* _ [;m?] R+i Bﬂ <wL - wlc> (7.160)
For MW heating processes the power dissipated in the resistor is the power delivered to the load
that we want to heat (Pywm [W]), the energy stored in the magnetic field (in the inductor)
is instead the magnetic energy (W, [J]) and the energy stored in the electric field (in the

capacitor) is instead the electric energy (W, [J]):

Py, = Pywg + 12w (W, — We) (7.161)

It is possible to obtain an explicit form for the input impedance as a function of the power

flow:

P _
J»fWH+i4me We

7. — 9  MWH m -
' |72 |72

(7.162)
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An important parameter that is useful to analyze resonant circuits is the quality factor (Q [—])

that is the ratio of stored energy to dissipated power in dielectrics and conductors:

Wstored —w Wm + We
Pjissipated Pywr

Q=w

(7.163)

At series-resonance condition the magnetic energy stored in the inductor is equal to the electric
energy stored in the capacitor:

Wy = W, (7.164)

and that means the imaginary part of the impedance of equation 7.162 is equal to zero and

then:

Pywn

Zin =2
' HE

= R= Ruwn (7.165)

The condition of series resonance also makes possible to obtain the so called resonance frequency

(fo [HZ]):
11

= —— 7.166
fo 57 JIC ( )
and the quality factor become the unloaded quality factor (Qo [—]):
W + We 1 2W, 1 2We 1 /L
o _ _ Y 7.167
Qo= Pyw b VLC Pywn  VLC Puwn RV C ( )

At the series-resonance condition the quality factor (@) assumes its maximum value (Qp), but
in any case it is possible to explicit the form of the quality factor as follows:
Wi +We  LIIP+CIV]E  LUP+ =P 1 Lw?+%5 1 LOW +1

Puwr . 2RI Y7 2RI 2R w 2R wC
(7.168)

Q=uw

It is useful to analyze the input impedance (Z;;,) in a neighborhood (Aw) of resonance condition

(wp), then the angular frequency can be expressed as:
w=wy+ Aw (7.169)

and the input impedance can be rewritten in its form:

G = Rt iwr ) W m00) g (1 n z'Z”QOAw) (7.170)

w? wo
Parallel resonant circuit

A parallel RLC resonant circuit is shown in figure 7.11b. The input impedance is

[hen.
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and it is possible to obtain the complex power delivered to the MW resonator:

1. e 9 1
—§VI |V| [ +1 7 wC’] (7.172)

At resonant condition (parallel-resonant condition) as already seen for the series model the
electric energy stored in the capacitor and the magnetic energy stored in the inductor are equal

and then the resonant frequency (fp [Hz]) is the same seen for the series resonant cavity:
1 1
2 \/LC

Considering now the definition of the quality factor seen in equation 7.163 the quality factor

fO = fOfsem'es = (7173)

for the parallel circuit at the resonant condition(Qq [—]) is then:
1R /
Qo=——-=wRC=R QO series (7174)
wo L

The perturbation approach applied to the parallel circuit makes possible to analyze the be-

haviour of the input impedance (Zm) near the resonance condition (w = wy + dw):

Zin~R (1 + 2905 > (7.175)

wo
Loaded and unloaded resonant cavity

If we imagine a resonant MW or RF system it is easy to understand that if an
external load (Zez) is considered the behaviour of the global system changes. The unloaded
quality factor (Qg) is an intrinsic characteristic of the resonant system that does not takes
into account external load. It is clear that the external load decrease the overall loaded quality
factor (Q/): If a series model and a parallel model are considered and the external load is purely
resistive, then:

R;er =R+ Reat
(7.176)

/

R

par — R

ext
and in the same way it is possible to define the external quality factor (Qey: [—]) that only
describes the behaviour of a RF-MW resonant system where the resistor is only the external

load, and respectively for the series-model and parallel-model:

L

(.UO Rca)t
Qext = . (7.177)

L

(WO Rezt >
and finally the ”global” quality factor for the loaded condition (Q') is then:
4 QOQext

= _Tuwert 7.178
Q QO + Qeazt ( )
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Figure 7.12: Resonant cavities. (a) Rectangular section resonant cavity. (b)Circular section resonant cavity.

The ends of the cavities (z-direction) are short circuited.

7.9.2 Rectangular waveguide resonators

A typical application of what seen in the previous section is the so called microwave
resonator cavity. In MW heating processes it is a state of art approach to generate an elec-
tromagnetic wave and let is ”resonates” in the MW cavity. Microwave resonators can be
constructed from closed sections of waveguide, and they represents the easier way to obtain
MW resonance in a closed space. A micro-wave oven is a typical example of a resonance cavity.
Because of losses from an open-ended waveguide can be significant, waveguide resonators are
usually short circuited at both ends, thus forming a closed box. Electric and magnetic energy is
stored within the cavity enclosure, and power is dissipated in the metallic walls of the cavity as
well as in the dielectric material that may fill the cavity. Coupling to a cavity resonator may be
by a small aperture, or a small probe or loop. We will see that there are many possible resonant
modes for a cavity resonator, corresponding to field variations along the three dimensions of

the structure.

Resonant frequencies

The geometry of a rectangular cavity is shown in figure 7.12a and it is noticeable

that a rectangular resonator cavity is characterized by only three parameters: its length (d
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[m]), its height (b [m]) and its width (a [m]). The cavity is short-circuited at both ends (if
the propagation direction is z then the analysis will take into account as short-circuit the two
planes: z = 0 and z = d. As already done in the section of rectangular waveguides, it is possible

to easily define the propagation constant (3,,) of the T'E,,,, and T M,,, modes:

Bonn = \/k:2 - (%)2 + (%)2 (7.179)

and finally applying the short-circuit condition for the two ends of the waveguide the resonance

wave number (k;,,,;) for the rectangular cavity is:

bt = \/(”ZT)Q + (%)2 + <l§>2 (7.180)

And the resonant mode of the cavity (T'Eynn; or T My,,;) is define by indices m, n and [ that

indicate the number of variations in standing wave distribution in the space. The resonant

frequency is then:

¢ kmni c mm 2 N 2 I\ 2
ol = — = - — — 7.181
Jrmni 2 \/lr€r 2T/ br€Er \/( a > + ( b ) + <d> ( )

7.9.3 Circular waveguide cavity resonators

A cylindrical cavity resonator can be obtained extruding along z-direction a circular
waveguide and shorting its ends, as done for rectangular cavities [76]. The geometry of a circular
cavity is shown in figure 7.12b. Because for a circular waveguide the dominant mode is the
TF,1, the dominant cylindrical cavity mode is therefore the T E117. The general propagation
constant (5,,,) for a general mode T E,,, is:

’ 2
Brm = ([ k? — <p"m> (7.182)

a

where the parameter p,,,, is listed in table 7.1 and then the resonant frequency of the mode

c 1 P, 2 Ir\?
ot = e () + (5) 159

The unloaded quality factor Qq. of the cavity with lossy walls but an ideal lossless dielectric

TEpm is:

medium, where the power lost (P, [IW]) in the conducting walls is taken into account:

2W,
P

Qoc = wo (7.184)
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and instead for a resonant cavity in that is characterized by a real dielectric medium (which
permittivity is complex), the unloaded quality factor Qg can be found taking not account of

the power dissipated inside the dielectric (Py)

2W,, ' _
Qua=wop " = Ei = (tan o) " (7.185)

the global unloaded quality factor that takes into account both the phenomena is then:

Qo = QoaQoc

"~ Qod + Qoc (7.186)

7.10 How to excite cavity resonators

In practical applications there is the necessity to couple resonators with RF/MW
waveguides or transmission lines. Some of the more common coupling devices are listed in the

next lines:

e Micro-strip feed-line [2]
e (Coaxial probe

e Apertures (slots)

A good measure of the level of coupling between a resonator and a feed is given by the coupling
coefficient. It is important to remember that the maximum power transfer criteria is every time
true: remembering the series model for a frequency resonator, near the resonance condition
the input impedance of the series resonator, connected to the network (with its characteristic

impedance Zj) must be:

Zim =R +i2LAw) =R (1 + Z'ZQOAw> (7.187)
wo

where the general unloaded quality factor (Qp) is:

L
— wn— 7.188
Qo = wo 7 ( )

Considering now the maximum power transfer condition (or the so called perfect matched
network) at the resonance point, the input impedance must be equal to the characteristic

impedance of the network ”at the left” of the connection:

- Zimw =R = Z, (7.189)

A. Marconi PhD Thesis 169



Chapter 7 Microwave (MWH) Heating

and then the unloaded quality factor at the matched-resonance condition (Qo—m is:
Qo-mr = oL (7.190)
0

Remembering now what seen in the previous section, and particularly equation 7.177 defines

the external quality factor due to a general load connected in series with the network:

L w
Qext = WOE = ??)

L= Qomr (7.191)
Equation 7.191 states that at the critical coupling condition: series resonator perfect matched
and at the resonance (Aw = 0), the unloaded quality factor is equal to the external quality
factor. It is then possible to define the coupling coefficient (g [—]) that is a measure of how the

resonator is coupled to the feeding line and generalize its concept also to a parallel resonator

model:

Z
_QO_ gsev'zﬁo
Qe R

¢ gparzjo

(7.192)

Apertures (slots) for resonant cavities

A good way to couple waveguides (at the moment rectangular) to frequency resonators
is to use apertures or slots [52]. Figure 7.13 shows a typical example. Small apertures, in other
words their dimensions are small compared with the waveguide wavelength may be considered
as shunt inductance (L;). Considering first resonant mode of the cavity as seen in the waveguide
paragraph it is possible to model the cavity as a short circuited TLR and its circuit is shown
in figure 7.14. The normalized input admittance seen by the rectangular waveguide may be
obtained as function of the frequency:

y(w) = %ko <$i5)2 [%1200%) +i(w— wo)} (7.193)

From equation 7.193 it is possible to obtain the input resistance seen from the waveguide and
impose the coupling-critical condition (R = Zj) and finally the reactance of the apertures (X,

[Q]) must be:
TI'k()w()

2Qo?c

X, =2 (7.194)
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Figure 7.13: Coupling between a rectangular waveguide and a rectangular cavity resonator. The aperture

(slot) is highlighted in green. The conductive layer that is the interface between the waveguide region and the

resonator is highlighted in yellow
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Figure 7.14: Equivalent circuit of an aperture-coupled cavity resonator.

7.10.1 Cavity perturbations

If a MWH cavity applicator, but more generally a MW cavity resonator is well
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designed with the approach seen in the previous chapter there could be the necessity to modify
the geometry of the cavity by making small changes in their shape for production purposes, or
by introducing small pieces of dielectric (for example brackets or insulators) or high-conductive
materials (connections and grids) [15]. These variations can be treated as perturbations and
their effects can be computed with perturbational methods: material perturbation method and

shape perturbation.

Material perturbations

The material filling the cavity may change its permittivity (Ae€) or its permeabil-
ity (Ap) and that consequently changes electric fields and magnetic fields [6]. According to
Maxwell’s equations then it is possible to define initial electromagnetic fields (E¢ ,Hp) and
perturbed electromagnetic fields (E, ,H,). It is obvious that also resonant frequency changes

from wp to wp:

V x Eg = —iwgpuHg = V X E, = —iw, (n + Ap) H
8 g g (7.195)

V x Hp = iwpeEg = V x H), = iw, (e + Ae) E,
and finally it is possible to get the equations system that relates the variations of the EM fields

to the variation of the material properties:

V- (Ef x Hy) = iwouH, - Hi — iw, (€ + Ae) Ef - E, (7.196)

V x (Ep, x HY) = —iwy, (10 + Apu) HY - Hy, + iwpeEg - E,
Considering the control volume region () it is possible to sum and integrate the previous

equation 7.196 and finally it is possible to get the relationship between the relative change of

the resonant frequencies as function of material variations:
Wp—Wo _ fQO (AcE, - Eg + ApH,, - Hp) dV
Wp fﬂo (eE, - E¢ + uH, - Hy) dV

Awpe; = (7.197)

Shape perturbations

As already done in the material perturbation problem it is possible to analyze the case
of ”small” variations in the shape of the cavity, without varying the materials. It is possible
to rewrite Maxwell’s equations and we obtain the exact expression for the modified resonant

frequency (wp) due to a geometry shape variation:
$as E§ x Hy, - ds
Jo (€Ep - Eg + pH - HY) dV

(7.198)

wp —wp = —1
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And finally the relative variation of the resonant frequency is function of only stored energies:

Wy — Wo AWm - AWC
Awpe = 2 = 7.199
el = T, W + We (7.199)

7.11 Microwave Filters

A filter is a two-port network used to control the frequency response at a certain point

Resonant cavity

Door-Choke

Figure 7.15: A complete microwave system: resonant cavity and door choke.

in an RF or microwave system by providing transmission at frequencies within the pass-band
of the filter and attenuation in the stop-band of the filter. Typical frequency responses include
low-pass, high-pass, band-pass, and band-reject characteristics. Applications can be found in
virtually any type of RF or microwave communication, radar, or test and measurement system.
Periodic structures are particularly interesting because of their application as stop-band filters,

for example in choke design for MWH cavities.

7.11.1 Microwave door Choke

In microwave applications one of the main problem is the necessity of guarantee low leakage
on the frontal part of the system. In home appliance applications we need to guarantee certain

electric field value [V//m] (or power density [W/em?]) that the microwave can’t overcome during
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a normal working condition [10]. A choke is a particular case of filter that must act as a two-
PGHI.'
i A
' B
—
1
| = B out
Aliec |i|p
-—
— |
|
Choke Geometry

Figure 7.16: A choke geometry for leakage reduction of the front door of the microwave

port network and reduces field emissions due to the non perfect metallic continuity of the door.
A developed 2D-geometry of a door-choke is shown in figure 7.16. The necessity of using a
choke for the door is the fact that the door is not in electrical continuity with the boundaries
of the cavity, in fact a certain air gap of thickness not negligible (¢ [mm]) exists if a door is
applied in the front of the cavity. It is possible to solve that problem for example modeling and
simulating the EM problem: in figure 7.16 an input power (P, [W]) is applied at a T EM-port,
the phenomenon of propagation towards the environment is modeled with a port-gate condition

(Pout [W1]). The input power surface is modeled with a TEM-port and that means:

S 7.200
The ouput power surface is modeled with a N-port and that means:
E-E
§ = 50 B Bou (7.201)

fSout Eout : Eout

A door-choke is a A/4-filter that wants to minimize the transmission problem from the port-
in to the port-out, and that means in a EM microwave problem that we want to maximize
scattering parameters, and particularly we want to minimize Sa; [dB]. For a door-choke design
is possible to set an optimization problem that want to solve the transmission problem, studying

the system as a 2-port network. In geometry shown in figure 7.16 are listed the main four
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parameters that uniquely define the choke shape: A, B,C,D. it is clear that if the air-gap
between the cavity and the door varies (t = ), then it is necessary to recalculate the choke

geometry and then A", B', C", D’ At the end the mathematical problem is quite simple: we want

Scattering parameters

a1 [dB]

S

o 7o 34 2

%)
ta
w

Frequency [GHzZ]

Figure 7.17: S1 [dB] vs frequency for the choke shown in figure 7.16. In figure is presented the different in

performances varying the air gap cavity-door.

to find teh combination of A, B, C, D that minimizes the scattering parameter seen at the port-
in. Another important note consists in the fact that a specific choke is guaranteed in therms of
electric field reduction only in a certain frequency range, that must be verified. For microwave
magnetron-base home-appliance we design choke that are optimised in a narrow frequency
range: 2.44[GH z] — 2.48[G H z| because of the magnetron may vary its output frequency during
its working conditions. For that reasons it is useful to don’t minimize the scattering parameter

S11 [dB] in an unique frequency, but in frequency range [fo — Af, fo + Af], and then:

/ 1
So1-dB = N7 fo+ AfSa1—apdf (7.202)
Af fo—Af

From figure 7.17 it is clear that varying the air gap the performances of the choke varies,
both in absolute value of the scattering parameter and in frequency. Results of the optimised
geometry are shown in figure 7.18. The final step in the choke design and optimization is to
solve the 3D-problem. Because of periodic structures are particularly interesting, after having
preliminary studied and 2D-optimized the geometry of the choke teeth it is necessary to study

the effect on periodic structure distance and the edge effect at the four corners of the choke.
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Figure 7.18: Choke performances analysis for 2D FEM simulation, optimised geometry. (a) Electric field
distribution [V/m]; (b) Poynting vector distribution [W/m?]
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Figure 7.19: 3D choke for a MW oven. Periodic structure optimized with FEM analysis

FEM analysis makes possible to analyse deeply the distribution of the electric field outside the
resonant cavity and of the incident power at a certain reference plane. FEM analysis makes
possible to minimize maximum electric field where there is the interaction between the user
and the device. One of the main problem when we work with resonant cavity is the fact that

the no-load condition is typically the worst condition in therms of maximum electric field and
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poynting vector. A good optimization should every time takes into account the different working

conditions. In our work we developed an optimization for several loads (5 cases):

Case 01: my = 1.000[L] of water, k1 = 1.000

Case 02: my = 0.500[L] of water, ko = 2.250

Case 03: m3 = 0.205[L] of water, k3 = 3.375

Case 04: my = 0.125[L] of water, k4 = 5.062

Case 05: ms = 0.000[L], no load condition, k; = 7.592

The final performance parameter (E,,,. [V/m]) is the average value of the maximum electric
field at 5[cm] from the cavity weighted for a certain correction coefficient that takes into account
the load mass, that is a personal design choice to properly weigh the different possible working

conditions during the life of the device.

Elw = [max |EZ|] 5

fem| (7.203)
Eror = % Z?:1 Eznax - k;

In figure 7.21 is shown a comparison between an optimized choke, practically varying main
choke parameters (in figure the optimization was done finding the best choke-tooth thickness
(B [mm]) that minimize the poynting vector. Working on the choke geometry it is possible, as
the figure highlights, to dramatically improve choke performances. In figure is also introduced
an important constraint in choke design: the so called ICNIRP’s reference level for exposure,
averaged over 30[min] and the whole body, to electromagnetic fields from 2[GH z] to 300[GH z]:
20[W/m?] [34].

7.12 Microwave cavity for thawing

As seen in chapter 4 frozen foods are extremely hard to be heated and regenerated.
Food regeneration is a process whose purpose is to maintain the quality of the food, trying to
bring blast chilled, frozen or packaged foods quickly in the most delicate way to the temperature
of consumption [hinney thawing]. In that chapter is presented a new resonant cavity tailored
designed for regeneration of frozen-vegetarian-ready meals. As a first step we performed many

test in several commercial microwave cavities. We found that ”standard” systems are not
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Figure 7.20: Choke performances. Electric field distribution outside the resonant cavity (no load condition)
Poynting vector density vs distance
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Figure 7.21: Choke performances. Comparison between an optimized choke and a not optimized choke. In

figure is highlighted the maximum value of the incident power at 5[cm] fixed by ICNIRP standards.

properly designed for regeneration. Regeneration every-time starts from frozen food (typically
—20[degC]) and wants to heat food to serving temperature (that is typically above 60[degC]).
Standard microwaves need to work with wide variety of loads. Water is probably the load that

may guarantee the best performances in a "standard” commercial microwave. In figure 7.22 are
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Figure 7.22: MW Efficiency characterization. The considered load is water. (a) Several test performed on

different commercial microwaves; (b) Analysis of the effect of the mass of the load to the global efficiency.

shown final results on a experimental characterization on six different commercial microwaves
ovens. The mean efficiency, measured with a 500[g] water-load was of 70[%]+3[%)]. Figure 7.22b
shows that the mass of the load is an important parameter on the efficiency of the microwave
transmission. When the mass of the load decrease the global efficiency decreases. A single-
portion ready meal is typically characterized by weight of about 400[g] and that means the
efficiency hardly overcomes a value of 70[%]. When the dielectric properties are decreased, and
for example they are far from the typical value of permittivity of water (égoo = 78 — i18) the
efficiency collapses to value of 30[%] as is shown in figure 7.23. To deeply analyze the problem
of the thawing we analyzed the performances on fourteen different frozen meals, that are the
same presented in chapter 4 on the complex permittivity measure section. All these foods are
characterized by a mixture of several ingredients. The meals are cooked and at the end of the
process they are blast-chilled to a storage temperature of about —20[degC]. An energy-enthalpy
analysis was performed as reported in chapter 3 using an enthalpy-concentration relationship.
That makes possible to precisely estimate energy needed for thawing processes. In MW thawing-
process the energy is directly generated in the food. That means it is possible to relate the
energy absorbed by the system (E}y [J]) to the energy accumulated in the food. Beacause of

the MW system has a certain efficiency (pasrw [%]) due to the transmission problem:

E
Etot — M

(7.204)
1234%%
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Efficiency vs Food temperature (500[g])
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Figure 7.23: MW Efficiency characterization vs initial temperature of the load. The considered load is water

and ice.

it is possible to define a simple ratio (kyey [—]) between the ”microwave-energy” (transfered to
the load) and the ”food energy”, accumulated in the food and that cause the phase change of

the ice-solid-phase (H fq04) and that is function of components concentration.

Eyw
kpeg = ——— 2
g H oo (7.205)

Ready meals are characterize by regeneration recipe that typically the user follows. Because
of they are defined for "standard” commercial general-purpose microwaves devices they are
limited in power. In commercial microwaves typically is present the so called defrosting function.
That particular function practically limits the output radio-frequency power generated by the
Magnetron (Pasw —nom =~ 1000[W]). A typical limited power considered for defrosting function
is Pyyw—des ~ 400[W], and that means in a commercial cavity only the 40[%)] of the total
available power is used. That is due two main effects: the first one is the low efficiency during
a thawing process, and that may cause the overheating of the magnetron microwave generator
(to avoid that the power is limited), the second one is the runaway phenomena: a frost food
is characterized by low imaginary part of complex permittivity, and that means typically low
specific microwave heating source in the food. When the ice fraction start to change phase (from
solid to liquid) the imaginary part increase a lot, and that practically takes places where edge
effects are greater as shown in figure 7.24. In that work we analysed a standard regeneration

process that applies for three minutes (t,eq = 180[s]) the limited regeneration power (Prq =~
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Figure 7.24: Thermal image of a MW regeneration process (food item:7D009). (a) is the thermal image before

regeneration process; (b) is the thermal image at the end of the regeneration process.

400[W]). Runway effects are not accepted in microwave regeneration process because of the
quality perceived by the user is dramatically reduced if inside the ready-meal there are hot
and cold areas. Figure 7.24b highlights that also if the microwave power is limited (Prey =~
400[W1]) the final product exhibit low temperature uniformity (7,4, = 90.9[degC| and T, =
—2.5[degC) also with areas that are still frozen. For all these reasons we analysed the energy
necessary for the process and we computed the microwave-regeneration target that is shown in
figure 7.25: green bars represent ready-meals that presented high quality of the final regenerated
product (average food temperature close to the target-service temperature (60[degC]) and high
uniformity of the temperature distribution), blue bars represent ready-meals that presented
medium quality of the final regenerated product (average food temperature not far from the
acceptance-service temperature (T, ~ 40[degC]) but a medium uniformity of the temperature
distribution) and finally red bars represent ready-meals that presented low quality of the final
regenerated product (average food temperature far from the acceptance-service temperature
(T" << 40[degC]) and a low uniformity of the temperature distribution). To guarantee an
high quality of the final product it is necessary to properly increase performance of thawing

microwave cavities as we will see in the next part of that chapter.

A. Marconi PhD Thesis 181



Chapter 7 Microwave (MWH) Heating

Regeneration ratio vs Recipe Energy
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Figure 7.25: Microwave regeneration ratio kreg [—|

7.13 A new tailored microwave cavity for thawing

From the previous section it is clear that it is necessary a new-design that takes into
account the real average complex permittivity that characterizes frozen ready meals (low mass
and low complex permittivity). The design of the tailored microwave oven for frozen-vegetable-

meals wants to solve numerically that technological problem:

e to design a microwave resonant cavity as small as possible but compatible with standard

serving dishes, here assumed with a maximum diameter of 280[mm]
e to guarantee homogeneous temperature field inside the meal

e to guarantee high efficiency during the defrosting phase
The design phase involves the following parts of the Microwave Oven:

e Resonant cavity
o Waveguide

e Transition Waveguide-Cavity
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e Transition Antenna-Waveguide

The initial virtual-design of the cavity wants to optimize the dimensions of the cavity to maxi-
mize the transmission efficiency (upw) from the rectangular waveguide slot to the load (ready

meal), which geometry is defined in figure 7.26.

Food container

Figure 7.26: Standard load geometry considered for a regeneration process. The volume region of the load (£2)

is characterized by a complex permittivity that was introduced in the chapter 4 (é = 4.04 — i x 2.57).

P
MW = Pﬂ (7.206)
MW —in
where the total input power in the system is imposed at the feed rectangular port:
Pyw—in :/ pdS (7.207)
S—in

where the surface of the input port (S — in [mm?]) is function of the geometrical dimension of
the slot (as seen in the waveguide-aperture paragraph), the poyinting vector (p) is the vectorial
product at the feeding port of the magnetic field and of the electric field and the total power

dissipated in the load is the volume integral of microwave power density (wywg [W/m?)]):

Pfood=/wMWHdV (7.208)
Q

The port condition imposes a strict condition at the port surface (S — in):

N fg_m (E - Em) - Ein

S
fS—in Ei - Ein

(7.209)
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The first step of the design is to study the effect of the dimensions (W x H x L) of the resonant
cavity on the global efficiency if a rectangular port is applied on the roof of the cavity as shown
in figure 7.27. For food applications there is the necessity of separating mechanically the heating
cavity to the magnetron, because of during a regeneration process the food releases steam and
aromas that may dirty and saturate the wave guide and the magnetron. To avoid that a mica

layer was considered in all simulations as barrier between the cavity and the waveguide. Figure

Figure 7.27: Rectangular waveguide resonant cavity with feeding port on the rood of the cavity

7.28 highlights that it is possible to find an optimum configuration that maximize the efficiency
of transmission for a specific load (geometry and complex permittivity). in first analysis we
assumed a ”standard” ready-meal PP dish for microwave regeneration with an height of 25[mm)|
and a top-area of 185[mm] x 130[mm]|. Figure 7.28a hihglights that the maximum efficiency
areas is obtained with cavity height (Hcqpity) of 100[mm]. The second problem that we want
to solve as seen before is to find the best uniformity conditions that admits good efficiencies.
Of coarse that problem is a case of multi (2) objective function optimization. Because of
microwave heating power is a space function, due to the electric field distribution, we can
define an evaluation grid on the load to estimate the uniformity of the power sources. In that
practical case we defined a matrix of 3D-points (11 x 11 x 11) inside the food load. For each
evaluation point is possible to extract the local power density (wywp_; [W/m3]) due to the
electromagnetic heating:

warwH—i = wege, |B[? (7.210)
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Power Load
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Figure 7.28: Power load and efficiency analysis for the geometrical layout shown in figure 7.27

where ¢ = 1,2,..., N and in that particular case N = 1331, and finally a good estimator of

uniformity is given by the standard deviation (oprwp):

=

OMWH = N Z (wMWH—i — wMWH—a)2 (7211)

where the average power density inside the load (wasw g—a [W/m?) is obtained by the scattering
matrix and by the fixed volume of the load (Voq [mm?])

Py —inpemw

7.212
Vfood ( )

WMWH—a =

Figure 7.29 shows that is extremely hard to obtain high uniformity on the food load with an
only rectangular feeding port in a small cavity. For that reason we though to increase the degree
of freedom adding a second feeding port on the roof of the cavity. The use of two rectangular
ports on the roof of the cavity increased dramatically the microwave efficiency respect to a
single rectangular port from 85[%] to 95[%] and also the uniformity, decreasing the standard
deviation of the heating power from 60[%] to 45[%)] for the top configuration with two identical
ports (Wpore = 43[mm] and Ly, = 76[mm]). Because of in the optimized 2-ports topology the
ports are very close to each other, theoretically a topological configuration with two parallel
ports (7.30a) with a certain phase delay between them should guarantee same performances as
a configuration with one only wide port, the third step of the cavity design was to exchange the
2-ports condition with 1-wide-port condition (7.30a). A single wide port can be used instead

and its dimension are chosen in order to have the propagation of only the T'F1y mode: That
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Figure 7.29: Uniformity problem for the geometrical layout shown in figure 7.27

(2) (b)

Figure 7.30: Cavity with two rectangular ports feeding on the roof. (a) Geometry of the system (b) Microwave

power heating sources for the best configuration.
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Figure 7.31: Cavity with one wide port on the roof. (a) Geometry of the system (b) Microwave power heating

sources for the best configuration.

topology may guarantee in the best configuration (Wt = 40[mm| and Lyore = 120[mm)]) If we
compare these two topological configurations it is clear that edge effects (violet dot lines) due
to load corners are reduced and instead the heart heating (red dot lines) is increased in 1-wide

port configuration as shown in figure 7.32

Cavity + Waveguide design

The second part of the work consisted on the design of the waveguide that is the
transmission line to guarantee a good matching (maximum power transfer between the generator
and the cavity) and low scattering parameter (S11 [db]). For that design a T'E1o port condition
is imposed at the port of the waveguide (violet rectangular surface in figure 7.33). Also in that
case we analysed the uniformity of heating as done in the previous part of the work, but we did
a different approach, instead of defining a point array we divided the load volume, colored in
red in figure 7.33a, in 36 volume regions (V;) and they are visible in the same figure. For each

volume region we computed the mean power dissipated inside it, and then for i = 1,2,...36

B fvz wrrH—i (z,Y,2)dV

(7.213)

ans as already done, the uniformity is studied through the standard deviation of the mean

power of each region. With that practical approach high-power-density local effect are filtered
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Figure 7.32: Comparison between 2-port topology and 1-wide port topology in therm of heating power density.

(a) Geometry of the system (b) Microwave power heating sources for the best configuration.
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Figure 7.33: Optimization of the waveguide-cavity system (a) MW Cavity and Waveguide geometry; (b)

Waveguide main parameters (space of variables) for otpimization of performances.
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Figure 7.34: Performances analysis varying main parameters (a) MW Efficiency vs Waveguide Angle («a [deg]);

(b) MW Efficiency vs Waveguide Height (H [mm))

and neglected. In figure 7.35b is shown the dependence between the uniformity and the position
of the aperture of the cavity . That figure highlights that an optimum condition that maximize
the microwave performances (in therms of efficiency and standard deviation of heating). The
parametric analysis denoted that a theoretic maximum exists for the transition waveguide-
cavity. Because of we want to maximize the energy transferred to the load we also analysed
the position of the aperture that connects the waveguide to the cavity and guarantee field
continuity between the two system. I remember that we impose a dielectric-transition layer
of 0.9[mm] between the transmission line and the resonant system. The FEM analysis of the
system+ demonstrated that it is difficult to improve performances with a standard layout. Also
if the electromagnetic transmission was considerably improved, and finally it was close to an
acceptable value of ey ~ 75[%] the uniformity still shows typical edge effects. To overcome
that problem we though to change the topology of the waveguide and we considered a new

layout for the transition waveguide-cavity: a three-lobes aperture

Cavity design with special waveguide: three-lobes aperture

During the design process we understood that a typical user need to be free of using
its own dished for regeneration. To guarantee flexibility to the user we needed to improve cavity

dimension, that practically changed the electric field distribution and needed a new optimization
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Figure 7.35: Microwave Efficiency analysis varying waveguide height and aperture (slot) position (a) MW

Efficiency vs waveguide height (H [mm]); (b) MW Efficiency vs aperture (slot) position (distsottom [mm])

of the cavity. Because of during the design process we obtained good results with a 1-wide-
port configuration we modified the transition between waveguide and cavity and finally found a
mathematical good result for a new hybrid slot: the so called three-lobes aperture obtained by
a topological optimization of the electromagnetic problem (epwp [%]) and of the uniformity
problem (opwm [%]). Also in that case we considered a meal characterized by a complex
permittivity close to 3 — j0.4. That is a good reasonable value for vegetable-base frozen foods.
As seen in the previous part of the work for thawing there is the necessity to increase the power
developed to the load, to decrease time required for the regeneration. Home-appliances,a s
in that case, a typical used MW generator (Magnetron) is characterized by a reference power
Prp_in ~ 1000[W]. In that analysis we designed a system considering a commercial state
of art magnetron (with a typical working frequency range of 2.45[GHz| — 2.48[GHz]). The
concept of that oven is to couple the microwave generator (Magnetron) through a rectangular
waveguide. With the help of FEM electromagnetic analysis we found a good solution for frozen
ready-meals. The optimization workflow consider as space of variables all geometric parameters
that characterize the geometry shown in figure 7.37. The only constrain considered during the
optimization of the system was the minimum value of the dimension of the cavity, it won’t
be smaller than 280[mm]. The three-lobe port optimized topology makes possible to focus
electromagnetic waves in the heart of the load as shown in figure 7.38. The global transmission

energy, compared with the 1-wide-port on the roof concept was improved from 75[%] to 85[%]
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Figure 7.36: New cavity for thawing. Feeding from the bottom with a three-lobe-aperture transition from

rectangular waveguide to resonant cavity.

and the standard deviation was reduced from 45[%| to 38[%]. For the optimisation phase a
Bound Optimization by Quadratic Approximation method (BOBYQA) method was used [4].
The iterative approximates the objective function by a quadratic model which is valid in a
region around the current iterate, the so-called trust region. The quadratic model is updated
by minimizing the Frobenius norm of the difference in the Hessians of the two consecutive
quadratic. The goal of the method was to maximize efficiency (¢p17) and minimize the relative
non uniformity (sigma/MWH), the objective function is the sum of these two functions. The

relative non uniformity is weighted by average power in the load:

o — OMW H
MWH Pyw —in€MwH

foood wyrwadV

(7.214)
CMWH = Pryw —in

The system also showed a very low sensitivity of the transmission efficiency with the frequency
variation, instead it showed high sensitivity to the position of the magnetron antenna, and that
means during the industrialization phase particular attention must be paid during the coupling

between the waveguide and the magnetron antenna: 2[mm| may decrease transmission efficiency

of even a 20[%)].
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Figure 7.37: Resonant cavity and waveguide for thawing (a)Resonant cavity (H [mm]); (b) Waveguide layout

with three-lobe aperture (slot)
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Figure 7.38: Uniformity results for the three-lobe-aperture transition waveguide.
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Chapter 8

Conclusions

8.1 Conclusions

The present work studied several heating, thawing and drying processes. Electro-
magnetic Processing of Materials can guarantee high efficiency and time reduction of high time
consuming pre-heating phases. In drying of textiles and paper industry hot rollers are used
for evaporation of water vapor. The goal is to reduce the relative humidity of the material by
several percentage points and in some cases also to value less than 1[%)]. To improve efficiency
and production rates high velocities are needed: the main trend imposes to design big-diameter
rollers. The main problem of these systems is the high energy requirement due to high mass
of heating rollers (that are steel-made work pieces). Because of induction heating may directly
generate high density powers directly in the conductive and magnetic material that work pre-
sented a new induction heating roller for drying and bossing in paper industry. The design
process is introduced and analysed in the present work. A comparison with a state of art
(SOA) technology is proposed: diathermic oil. The best results of induction heating hot-rollers

for paper (textile) processes are:
e reduction of pre-heating time (from 54[m] of diathermic oil to 30[m] for a low-power
application)
e reduction of energy consumption during the preheating phase: —53[%]

e possibility to control the temperature profile (along the length of the roller) controlling

the design of the inductor.
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Chapter 8 Conclusions

In food heating problems and drying of dielectrics, where the main mechanism is vapor-
ization of species Microwave (MW) and Radio-frequency (RF) nowadays represent one of the
most interesting technologies because of its capability of generate power losses directly inside
the material. Certain biological materials, pharmaceuticals, and foodstuffs are characterized
by high values of dielectric permittivity (¢, ~ 78 — i18), low values of thermal conductivity
(€& < 1[W/(m- K)]) but high value of specif heat capacity (C, ~ 3000[J/(kg-K)]). That means
practically that energy necessary to increase temperature can be very high. RF and MW heating
devices can guarantee strong power sources directly inside the material (w— RF > 1[MW/M?3])
but that may cause a localized overheating. In thawing process that problem was observed in
several commercial ”standard” devices that are designed to work with a wide range of food

products. In a regeneration process of frozen food it is necessary to:

e increase final product temperature

eliminate the frozen fraction (phase change)

guarantee integrity of food structures (vitamins, proteins, etc.)

guarantee high uniformity

In chapter 7 is presented a new device that optimize the uniformity and high power transmission
to frozen food. A new small cavity with a feeding on the bottom part and a three-lobe-aperture
was studied to solve the problem. The cavity geometry and the waveguide geometry are the
final result of a numerical optimization of a resonant cavity for low permittivity loads. The
optimization was done taking into account two objective functions: uniformity (that must be
maximized) and efficiency (that must be maximized). The geometrical details of the the final
system are reported in the final part of the chapter. Another interesting point for microwave
home appliance ovens is the necessity to properly design the so called door-choke. FEM anal-
ysis together with the solution of transmission models for periodic structures made possible
to design a specific choke geometry for a small cavity for thawing. Heating and drying with
microwave and dielectric energy is distinctly different from conventional means. Whereas con-
ventional methods depend upon the slow march of heat from the surface of the material to the
interior as determined by differential in temperature from a hot outside to a cool inside, heating
with dielectric and microwave energy is, in effect, bulk heating in which the electromagnetic
field interacts with the material as a whole. The heating occurs nearly instantaneously and

can be very fast, although it does not have to be. However, the speed of heating can be an
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advantage, and it is often possible to accomplish in seconds or minutes what could take minutes,
hours, and even days with conventional heating methods. The governing parameters here are
the mass of the material, its specific heat, dielectric properties, geometry, heat loss mechanisms,
and coupling efficiency, the power generated in the material, and the output power of the mi-
crowave—dielectric heating system. If all other things are equal, the speed may be doubled by

doubling the output power. Figure 8.1 shows experimental results of evaporation of a fabric

Figure 8.1: Relative Humidity (RH [%]) and Drying rate (0 H [g/min]) for a fabric product.

(300[m]) sample where a radio frequency 27[M Hz] electric field is applied. A comparison
between forced convection system (speed of about 20[m/s]) that may use cold dry air or hot
dry air was done and it is clear that the average drying rate is increased by the use of inter-
nal heating sources directly on the material matrix. Radio-frequency represents probably the
most interesting technology for drying of dielectric foods. Because of typically drying system
manufacturers want to maximize drying rates and/or efficiency the design of Radio-Frequency
drying systems must be fully optimized around specific products and materials. FEM analysis

and simulations made possible to optimize the topology and main geometrical parameters of a
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hopper dryer for plastic hygroscopic materials (PET). Inf figure 8.2 are presented final results

RF vs SOA {1[h] batch test)

— — SOA

-
ot L8

=

L

Moisture Content | ppm]

0 150 300 450 600

Hn

opper's height (z)

Figure 8.2: Relative Humidity (RH [%]) along the height of the final prototype. State of Art (SOA) hot air

drying vs "new” RF-enhanced drying.

in therm of relative humidity. The initial product for the reference test was a raw PET product
with a relative humidity of 400[ppm]. A batch process of 1[h] was considered. A SOA process
with only dehumidified hot air normally needs 9[kWh] to dry the PET to on average value of
100[ppm]| (red line in figure). The RF optimised system with combined effect of RF-heating
sources on the material and dehumidified hot air needed 11[kWh] but dries the PET to an av-
erage value of 120[ppm] (blue line). Radio-frequency demonstrated an high increasing in drying
performances. In chapter 77 are shown the design approach of matching network. Because
of for drying process the efficiency is one of the main parameters (together with drying rate,
uniformity, drying rate, efficiency) a matching network must properly designed to guarantee
high power transmission and low losses in the network line. But matching network represent
also a new opportunity on load measurements. Solving the transmission problem for a certain
network is possible to directly measure material properties and for example relative humidity.
That work is still in progress, but a mathematical resolution of the problem and a relationship
between the load impedance and the matching components is proposed. Solid State Generators

are characterized by a fix internal impedance and that means transmission varying networks
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are required to control reflected/transmitted powers, but at the same time they are smart sys-
tem to obtain ”indirect” measure of thermal state of the system, typically in therms of mean
energy and then mean temperature. We obtained a robust method to measure the relationship
between the matching measures and the evaporation in a real drying system. A final list of

advantages of microwave and dielectric heating is include here:

e Process speed is increased, as described above.

e Uniform heating may occur throughout the material. Although not always true, often
the bulk heating effect does produce uniform heating, avoiding the large temperature

gradients that occur in conventional heating systems.

e Efficiency of energy conversion: In this type of heating, the energy couples directly to the
material that is heated. It is not expended in heating the air, walls of the oven, conveyor,
or other parts. This can lead to significant energy savings. Also, the energy source is not

hot and plant cooling savings may be realized.

e Better and more rapid process control: The instantaneous on—off nature of the heating
and the ability to change the degree of heating by controlling the output power of the
generator mean fast, efficient, and accurate control of heating: in that work is presented
the capability of RF drying and roasting system that we designed to control the run-away

of temperature of roasted coffee beans.
e Floor space requirements are usually less. This is because of more rapid heating.

e Selective heating may occur. The electromagnetic field generally couples into the solvent,
not the substrate. Hence, it is the moisture that is heated and removed, whereas the

carrier or substrate is heated primarily by conduction.

e Product quality may be improved. Since high surface temperatures are not usually gener-
ated, overheating of the surface and case hardening, which are common with conventional

heating methods are eliminated. This often leads to less rejected product.

Finally EPM are ”smart” technologies that may dramatically improve the intelligence of com-
plex systems. To properly design and control these technologies and devices a deep study of

thermal-electromagnetic problem must be carried.
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