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ABSTRACT

Most literature related to landslide susceptibility prediction only considers a single type of landslide,
such as colluvial landslide, rock fall or debris flow, rather than different landslide types, which greatly
affects susceptibility prediction performance. To construct efficient susceptibility prediction considering
different landslide types, Huichang County in China is taken as example. Firstly, 105 rock falls, 350
colluvial landslides and 11 related environmental factors are identified. Then four machine learning
models, namely logistic regression, multi-layer perception, support vector machine and C5.0 decision
tree are applied for susceptibility modeling of rock fall and colluvial landslide. Thirdly, three different
landslide susceptibility prediction (LSP) models considering landslide types based on C5.0 decision tree
with excellent performance are constructed to generate final landslide susceptibility: (i) united method,
which combines all landslide types directly; (ii) probability statistical method, which couples analyses of
susceptibility indices under different landslide types based on probability formula; and (iii) maximum
comparison method, which selects the maximum susceptibility index through comparing the predicted
susceptibility indices under different types of landslides. Finally, uncertainties of landslide susceptibility
are assessed by prediction accuracy, mean value and standard deviation. It is concluded that LSP results
of the three coupled models considering landslide types basically conform to the spatial occurrence
patterns of landslides in Huichang County. The united method has the best susceptibility prediction
performance, followed by the probability method and maximum susceptibility method. More cases are
needed to verify this result in-depth. LSP considering different landslide types is superior to that taking
only a single type of landslide into account.
© 2023 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).

1. Introduction

spatial distribution of landslides and is beneficial to the landslide
prevention. Therefore, reliable LSP modeling is of great significance.
The landslide inventory information is one of the most impor-

Landslides are one of the most common types of geological di-
sasters worldwide, causing a lot of casualties and economic losses
every year (Di Napoli et al., 2021; He et al,, 2021). Modeling of
landslide susceptibility prediction (LSP) based on remote sensing
and geographic information system (GIS) platform can predict the
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tant data basis for LSP modeling, as well as the model output var-
iables and the object of model training and testing. Generally
speaking, a landslide is a physical system with several stages of
evolution. According to the Varnes landslide classification system,
landslides can be classified as colluvial landslides, rock fall, debris
flow, rolling rocks, rock landslides, etc. (Hungr et al., 2014), which
present different physical, mechanical and evolutional character-
istics. Obviously, there are some differences in the corresponding
LSP process (Farzam et al., 2018).
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Literature review shows that most of the existing LSP modeling is
based on a single type of landslide without considering the impact of
different landslide types, or in the modeling process, it is not spec-
ified whether the characteristics of different landslide types are
distinguished. That is to say, there are few LSP studies built from the
perspective of coupling various types of landslides (Guzzetti et al.,
1999; Brenning, 2005; Huang and Zhao, 2018; Reichenbach et al.,
2018; Merghadi et al., 2020). As is known to all, different types of
landslides also have some differences in evolution characteristics
and instability mechanisms (Hungr et al., 2014). In field condition,
different landslide types or multiple types of landslides may occur at
a specific location (Guo et al., 2019). For example, Sun et al. (2020a)
classified landslides into soil landslides and rock landslides accord-
ing to the landslide characteristics in Xining City of China. This
research showed that LSP under different landslide types were not
consistent in terms of modeling characteristics. As a result, it is of
great significance to construct a LSP model that can consider
different landslide types (Zhou et al., 2018).

In this paper, a LSP model considering landslide types is con-
structed to explore the characteristics and patterns of LSP models.
Based on the literature review and basic principles of probability
statistics, three coupled methods for LSP models that consider
different landslide types are proposed:

(1) United method, which does not distinguish landslide types,
and the common frequency ratios of all landslide types in the
study area are calculated in the input variable processing
stage to directly predict landslide susceptibility (Jiang et al.,
2017; Wang et al., 2021).

(2) Probability statistics method, which is based on the corre-
lation coefficient between different types of landslides. The
probability formula is used for coupling analysis of the pre-
dicted susceptibility indices under different types of land-
slides and calculating the final landslide susceptibility
indices.

(3) Maximum comparison method, which compares the pre-
dicted susceptibility indices under different types of land-
slides, and selects the maximum susceptibility index as the
final landslide susceptibility index (Zhou et al., 2018; Guo
et al., 2019).

Considering the influence of different landslide types on LSP
modeling, existing research shows that different data-driven
models may produce many uncertainties in LSP modeling (Akgun,
2012; Aditian et al., 2018; Bui et al., 2020). In order to avoid the
uncertainty caused by different machine learning models and
improve the LSP accuracy, four types of machine learning models,
including logistic regression (LR) (Chen et al., 2018), multi-layer
perceptron (MLP) (Liu et al., 2021), support vector machine (SVM)
(Kalantar et al., 2017; Zhang et al., 2022) and C5.0 decision tree
(Golkarian et al., 2018), are used to predict LSP considering different
landslide types.

Taking Huichang County in China as an example, the landslides
in this area are mainly rock fall and colluvial landslides. Therefore,
this paper mainly considers these two landslide types using the
above three coupled methods for LSP. A type of efficient machine
learning model is combined with these three coupled methods to
carry out LSP considering different landslide types.

2. Methodologies
2.1. Modeling process of LSP

In this study, the formation mechanisms of rock fall and collu-
vial landslides are analyzed. Then the machine learning model with

the best performance is combined with the unified method, the
probability method, and the maximum susceptibility method,
respectively, to build a LSP model considering landslide types.
Finally, the uncertainty of LSP results is explored (Fig. 1):

(1) Data set preparation. Data sources of different types of
landslides in Huichang County are obtained, including
landslide inventory information, digital elevation model
(DEM) data, remote sensing data and field surveys. A total of
11 environmental factors of rock fall and colluvial landslides
in the study area are extracted by ArcGIS 10.3 and remote
sensing software.

(2) The frequency ratios of rock fall and colluvial landslides are
calculated as the input variables of the four machine learning
models, namely LR, MLP, SVM and C5.0 decision tree models.
The susceptibility prediction of rock fall and colluvial land-
slide is further carried out.

(3) From the perspectives of frequency ratio accuracy, suscepti-
bility index distribution pattern and area under receiver
operation characteristic curve (AUC) accuracy, the suscepti-
bility prediction performance of rock fall and colluvial
landslides under four machine learning models are evalu-
ated. Then the model with the best performance is combined
with the unified method, the probability method, and the
maximum susceptibility method, respectively, to perform
LSP considering landslide types.

(4) Based on the frequency ratio accuracy, susceptibility index
distribution pattern and prediction rate accuracy, uncer-
tainty analysis of the LSP results considering landslide types
is carried out again.

2.2. Analysis of instability characteristics of different types of
landslides

The most common geological disasters in Huichang County are
rock fall and colluvial landslides. According to the instability char-
acteristics of landslides, for colluvial landslides, the rock and soil
mass on the slope slide down along a certain weak surface or weak
zone under the action of gravity for some reasons (Lombardo et al.,
2021; Roberts et al., 2021); while for rock fall, the rock and soil on a
steep slope suddenly break away from the parent body under the
action of gravity, and then roll and/or accumulate at the foot of the
slope (Li et al., 2020a, 2020b). The above two kinds of landslides are
likely to evolve under similar geological structures and stratum
lithology conditions. Meanwhile, they are generally connected to
each other and sometimes even can be transformed into each other.
Furthermore, rock fall products and deposits are often the impor-
tant source of solid matter for colluvial landslides. The main dif-
ferences between rock fall and colluvial landslides are described in
Table 1.

In order to carry out the LSP model considering landslide types,
a same set of 11 environmental factors is used to characterize the
properties of rock fall and colluvial landslides in Huichang County.
It is convenient for subsequent comparison and analysis of un-
certainties in different types of landslide susceptibility based on the
same set of environmental factors. However, the evolution and
instability characteristics of different types of landslides show that
the topography, land cover, hydrological environment and engi-
neering geological conditions of areas where rock fall and colluvial
landslides often occur are different (Sun et al., 2020b). Thus, it is
necessary to reflect these differences in the LSP processes through
correlation analysis.

The correlations between different types of landslides and
environmental factors (not considering triggering factors) are
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Fig. 1. Flow chart of LSP modeling.

important links between susceptibility indices and environmental
factors. At present, many connection methods are proposed, such as
weight of evidence, entropy index, information volume and fre-
quency ratio and so on (Demir, 2019; Chang et al., 2020). Among
them, frequency ratio method is very commonly used. For example,
Woca and Shuai (2021) used frequency ratio to analyze the corre-
lations between environmental factors and landslides, and pre-
dicted the landslide susceptibility in Muchuan County of China. Li
et al. (2020a) and Bourenane and Bouhadad (2021) used fre-
quency ratio method to predict the rock fall susceptibility. The
frequency ratio method is also used in this study to characterize the
correlations between rock fall, colluvial landslides and environ-
mental factors. Then the calculated frequency ratios are considered
as model input variables.

2.3. Coupled methods of LSP model considering landslide types

In this study, the unified method, probability method and
maximum susceptibility method are innovatively proposed to
predict the landslide susceptibility considering landslide types.

2.3.1. Unified method

Unified method does not distinguish the differences of the
landslide characteristics and environmental factors of different
types of landslides. This method directly couples different types of
landslides as one type of landslide to calculate the connection
values between landslides and environmental factors for LSP
modeling. In this study, rock falls and colluvial landslides are
coupled together to calculate their frequency ratios, which are used
as the input variables of machine learning models. In the

ArcGIS10.3 software, the scales of rock fall and colluvial landslides
in Huichang County are mapped together (Fig. 2c).

2.3.2. Probability method

The probability method predicts the susceptibility indices of
each type of landslide first, and then analyzes the probability sta-
tistical relationships between the susceptibility indices of different
types of landslides. Finally, the final landslide susceptibility indices
considering landslide types are calculated. In this study, the rock
fall and colluvial landslides in Huichang County are used as ex-
amples to calculate the susceptibility indices by the probability
method. The events of rock fall, colluvial landslides and landslides
consider different types are set as R, L and G, respectively, then Pg =
P{Rock fall susceptibility index}, P, = P{Colluvial landslide suscep-
tibility index}, Pc = P{LSP index considering landslide types}, and
Pc = P. + Pr — P{LUR}. The parameters ¢ and 7 are adopted to
indicate whether rock fall and colluvial landslides occur or not:

£ { 1 (rock fall occurs)

0 (rock fall does not occur) andP{f =1} =P,

(1)

_ 1 (colluvial landslides occur)

- {0 (colluvial landslides do not occur) and P{n =1} = P
(2)

Based on the following definition of correlation coefficient y (Eq.
(3)), and the relationships between P{LUR}, Pr and P;, P; can be
calculated as
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Table 1
The difference between rock fall and colluvial landslides.

Item Rock fall Colluvial landslides

Slope Generally greater than 30° Generally between 10° and 30°

Occurrence On the slope or above the On the slope or at the slope foot
position slope foot

Boundary Side and bottom are Sometimes side and bottom
surface independent of each other and can be connected into a unified
features cannot form a unified plane  plane or curved surface

Characteristics High bottom surface friction Low bottom surface friction
of bottom
friction

Geometry of  Rock fall block often exists Each sliding is sometimes a
the bottom independently uniform sliding surface
surface

Movement Crooked Cut
essence

Movement Fast Fast or slow
speed

Movement Mostly rolling and jumping  Relative overall slip
state

Movement Very small to large (block body Small or large
scale generally does not exceed

Typical sign

thousands of m?)
Reverse misalignment on the
slope

Surface cracks, landslide
perimeter, landslide tongue,
etc.

Typical Loose and cracked, partially ~ Original structures of rock
internal overhead, imbricate structure formations are maintained, and
structure shingled structures may also

appear

Stacked body Dumped rocks Landslide body
name
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Pg = Py +Pg—y+/P.(1 — P)PR(1 — Pg) — P.Pg (4)

where E is the function of expectation, D is the function of standard
deviation (SD), and COV is the function of correlation coefficient.

2.3.3. Maximum susceptibility method

The maximum susceptibility method is used to predict the
susceptibility indices of different types of landslides in a certain
grid unit, and then the predicted susceptibility indices are
compared. Furthermore, the largest susceptibility index is set as the
final landslide susceptibility index in this grid unit. In the specific
modeling, the rock fall and colluvial landslide susceptibility maps
are converted into special susceptibility indices and imported into
the SPSS 24 software through “Raster to Point” tool in ArcGIS 10.3
software. Then, the susceptibility indices of rock fall and colluvial
landslide in a same grid unit are compared by calculation of the
variable operation in the SPSS 24 software. The index value is used
as the landslide susceptibility index of this grid unit (Zhou et al.,
2018). Finally, these landslide susceptibility indices are imported
into ArcGIS 10.3 software again for susceptibility mapping and
uncertainty analysis.
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Fig. 2. Location of the study area and landslide and landslide surface obtained by the unified method.
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2.4. Introduction of machine learning models

241 LR

The LR model is to form a multiple regression relationships
between a dependent variable and multiple independent variables
to predict the probability of an event (Cao et al., 2019). Landslide
susceptibility predicted by LR equation is expressed as

ea0+a1x1 +0aXy+- - +0ApXn

Y = etran @t ()

where x; (i= 1,2,---,n) is the environmental factor; a; is the
contribution of each factor on landslide; agy is the regression
intercept; and y is the probability of landslide occurrence.

24.2. MLP

The MLP is to randomly initialize the weight values between the
input and hidden layers, and then use the activation function in the
hidden layers to process the sum of the product of input layer and
the weight during forward transfer process. The errors between
output and expected values are calculated. Finally, during the error
back propagation iterative process, the connection weights are
continuously updated to obtain a result with the smallest error
(Wang et al., 2020).

24.3. SYM

SVM is reasonable and effective in solving small sample, high-
dimensional and nonlinear problems based on statistical learning
theory (Huang and Zhao, 2018). This research is based on a set of
linearly separable training vectors x; (i= 1,2,---,n), and the
training vectors include 11 environmental factors and corre-
sponding output data y; = +1. The mathematical expression is
llw|?/2 and the constraint condition for correct classification is
Yi((wx;) +b) > 1. The Lagrange function is introduced to solve the
convex quadratic optimization problem. In addition, radial basis
function (RBF) is used as the kernel function (Zhang et al., 2022).

2.4.4. C5.0 decision tree

C5.0 decision tree has the advantages of easy understanding,
simple modeling, high precision, and strong tolerance to data loss
(Golkarian et al., 2018). The specific steps of this model are

(1) The information gain of all possible features is calculated for
the node starting from the root node, and the feature with
the largest information gain value is selected as the parti-
tioning feature of the node.

(2) The child nodes from different values of the feature are
created.

(3) The above steps are recursively called on the child nodes to
build the decision tree.

(4) Until the information gain of all features is very small or
there are no features to choose, the final decision tree is
obtained.

2.5. Uncertainty analysis of LSP results

2.5.1. Distribution patterns of landslide susceptibility indices

The mean value and SD are important indicators reflecting the
statistical pattern of landslide susceptibility indices (Huang et al.,
2020a). Mean value and SD quantify the overall bias trend and
the dispersion degree of susceptibility indices of landslides
distributed in the study area, respectively. The large SD indicates
that the landslide susceptibility indices have strong identifiability.
In general, a greater SD and a smaller mean value indicate a lower

LSP uncertainty under the condition of a higher prediction accuracy
(Huang et al., 2020a).

2.5.2. Introduction of AUC accuracy

The AUC is a quantitative indicator to evaluate the overall ac-
curacy of LSP modeling (Zhou et al., 2018). The idea of receiver
operation characteristic curve is to first sort the samples in the test
set, select different cutoff points in this order, and then predict the
samples one by one as positive examples. Moreover, the “true
positive rate” and “false positive rate” of current classifier calcu-
lated each time are respectively plotted as the vertical and hori-
zontal axes of receiver operation characteristic curve. In general,
the larger the AUC value, the better the LSP accuracy (Sun et al.,
2020c).

2.5.3. Introduction of frequency ratio accuracy and prediction ratio
accuracy

The frequency ratio accuracy is defined as the ratio of the sum of
frequency ratios of high and very high susceptibility levels to the
total frequency ratios. This method can be used to assess the ac-
curacies of both supervised and non-supervised machine learning
models (Huang et al., 2022a).

The prediction rate accuracy, which evaluates the goodness of fit
between the landslide grid units and the predicted landslide sus-
ceptibility indices, is selected to conduct the susceptibility com-
parison of rock fall, colluvial landslides and landslides considering
landslide types (Chung and Fabbri, 2008; Pradhan et al., 2010).
Because the training/testing sample numbers of rock fall, colluvial
landslides and landslides considering landslide types are different,
it is difficult to use AUC accuracies to discuss the LSP uncertainty
under different modeling conditions.

3. Study area and data sources
3.1. Introduction of Huichang County

Huichang County is located in the southeastern part of Jiangxi
Province with a total area of about 2272.2 km? (Fig. 2). It is sur-
rounded by high mountains, and low mountains are located in the
middle, with a forest coverage of about 79%. This county belongs to
a subtropical monsoon-type humid climate zone. The rainfall is
concentrated and reaches about 752.9 mm from April to June.
Huichang County is rich in water resources and the rivers have
strong erosion effect on the reservoir bank slope. The geology be-
longs to a secondary structure of the New Cathaysia System and the
main structures are folds and faults. The major strata are Cambrian,
Jurassic and igneous rocks.

The type, location and scale of landslides are provided by the
local Land and Resources Bureau through the landslide inventory
mapping and field surveys (Nsengiyumva et al., 2019). Since 2016,
two main types of landslides, namely rock fall and colluvial land-
slides, have been frequently reported in this county. The sliding
mass of colluvial landslides are Quaternary residual and slope de-
posits with the relatively small slope of sliding surface and the
motion model of clay/silt sliding. Meanwhile, most of rock falls can
be characterized as moderately and/or highly weathered rock for-
mation. The rock falls are dominated by vertical movement and
relatively great slope. In terms of regional distribution, these
landslides have the features of spatial clustering, relatively high
temporal frequency and small scales (Korte and Shakoor, 2019).
There are a total of 105 rock falls (Figs. 2d) and 350 colluvial
landslides (Fig. 2e), both of which are mainly medium and small
ones.
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3.2. Environmental factors of rock fall and colluvial landslides

The environmental factors can be classified as the following
categories: topography, land cover, hydrological and engineering
geological factors (He et al., 2012). Combined with on-site geolog-
ical survey, considering the difficulty in acquisition of relevant
environmental factors and referring to the selection of landslide
environmental factors in other related areas in Jiangxi Province,
China, a total of 11 environmental factors are selected as input data
of LSP model in this study (Chen et al., 2018; Hong et al., 2020;
Huang et al., 2020b).

3.2.1. Topography factors

The topography factors include elevation, slope, profile curva-
ture, plane curvature, topographic relief and terrain wetness index
(TWI), which are all obtained from 30 m x 30 m DEM (Li et al,
2021). Taking elevation and slope as examples, the different ele-
vations in Huichang County lead to the difference in the climate,
vegetation and weathering degree of rocks in each area, further
leading to different frequencies of landslides (Fig. 3a and Table 2).
When the elevation ranges from 128 m to 316.8 m, the frequency
ratio of colluvial landslides is greater than 1, indicating that the
elevation ranging from 128 m to 316.8 m has an important influ-
ence on the occurrence of colluvial landslides. In addition, when
the elevation ranges from 316.8 m to 485.6 m, the rock fall fre-
quency ratio is greater than 1, indicating that rock fall is prone to
occur in areas with an elevation of 316.8—485.6 m.

Slope plays an important role in landslide events (He et al.,
2012). As shown in Fig. 3b and Table 2, when the slope is beyond
11.2°, the frequency ratio of rock fall is greater than 1, and there are
78.87% of the rock fall grid units in the interval. When the slope is in
the range of 7.8°—22.4°, the frequency ratio of colluvial landslides is
greater than 1, and colluvial landslide grid units in the interval
account for 77.35%. This shows that the landslide mainly occurs
within medium slope ranges.

3.2.2. Land cover and hydrological environment factors

Land cover is an important factor affecting the occurrence of
landslides. For example, the normalized difference building index
(NDBI) and normalized difference vegetation index (NDVI) reflect
the influence of building distribution and vegetation on the evo-
lution of landslides in the study area (Chen and Chen, 2021). NDVI
reflects the relationship between landslides and surface vegetation
density. As shown in Fig. 4a and Table 2, when NDVI is greater than
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0.32, the probability of occurrence of colluvial landslides is greater;
when NDVI is smaller than 0.32, the probability of occurrence of
rock fall is greater.

The erosion of rivers on slope and the high soil water content
will affect landslide evolution. The modified normalized difference
water index (MNDWI) and distance to rivers are used to charac-
terize the influence of hydrology on landslide evolution. Taking the
distance to rivers shown in Fig. 4c and Table 2 as an example, 57%—
60% of the grid units of rock fall and colluvial landslides are within
300 m from the river and the corresponding frequency ratios are
greater than 1. It can be seen that the closer the distance to river, the
higher the frequency of landslide occurrence.

3.2.3. Engineering geological factors

The scale and type characteristics of landslides in different strata
lithologies are different (Zhao et al., 2020; Dai et al., 2021). Rock is
an integral part of the slope body and the manifestation of the
inherent physical properties of the landslide. As shown in Fig. 4d,
the strata exposed in Huichang County are dominated by Cambrian
and Jurassic rocks and the lithology mainly includes metamorphic,
magmatic, carbonate and clastic rocks.

According to Table 2, under the condition of clastic rock, collu-
vial landslides have frequency ratios greater than 1, indicating that
the occurrence probability of colluvial landslides is relatively high
in clastic rock area and is relatively low in magmatic and meta-
morphic rock areas. Under the same condition, the rock fall has
frequency ratios greater than 1, indicating that the probability of
rock fall is relatively high in the clastic rock area and is relatively
low in the magmatic and metamorphic rock areas. The distribution
of carbonatite rocks in the study area is very small and the pro-
portion of grid units in colluvial landslides is less than 2%. Rock fall
does not occur in the carbonatite distribution area of Huichang
County, hence, the distribution patterns of rock fall in the carbo-
natite areas cannot be drawn.

3.3. Preparation of modeling spatial data

Huichang County is divided into 3,001,146 grid units with
30 m x 30 m resolution, and two types of landslides, i.e. rock fall
and colluvial landslides, are considered. First, the frequency ratios
of the 11 environmental factors of rock fall and colluvial landslides
are calculated and re-assigned as input variables of four machine
learning models. Then the 105 rock falls are divided into 1432 grid
units and the 350 colluvial landslides are divided into 5410 grid

Fig. 3. Topographical factors: (a) DEM; (b) Slope; (c) Topographic relief; and (d) TWI.
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Table 2
Frequency ratios of some typical environmental factors.

Environmental factor Value Percentage of raster grids (%) Frequency ratios
Total areas Rock fall Colluvial landslides Landslide Rock fall Colluvial landslides Unified method
Elevation 128-240.5 m 26.06 22.05 31.74 30.89 0.846 1.218 1.185
240.5-316.8 m 22.16 20.74 32.48 31.24 0.936 1.466 1.41
316.8—397.2 m 18.53 23.75 13.91 15.07 1.282 0.75 0.813
397.2—485.6 m 13.09 17.59 10.2 10.93 1.343 0.779 0.835
485.6—582 m 8.77 5.12 7.42 6.83 0.584 0.846 0.779
582—690.5 m 6.62 10.76 2.73 3.69 1.626 0413 0.558
690.5-831.1 m 3.48 0 1.52 135 0 0.438 0.387
831.1-1152.5 m 1.29 0 0 0 0 0 0
Slope 0°—4.1° 16.75 0 29 2.21 0 0.173 0.132
4.1°-7.8° 21.08 433 14.27 12.36 0.205 0.677 0.586
7.8°—11.2° 20.44 15.49 24.04 23.01 0.758 1.176 1.126
11.2°—14.6° 16.81 26.18 24.87 26.13 1.557 1.479 1.555
14.6°—18.3° 12.11 20.77 18.74 19.91 1.715 1.548 1.644
18.3°—22.4° 7.56 18.01 9.7 10.56 2.382 1.283 1.397
22.4°-28.1° 4.07 10.91 3.66 4.19 2.681 0.899 1.029
28.1°—58.2° 1.18 3.31 1.82 1.63 2.805 1.539 1.374
Topography relief 0-6.35m 18.19 12.07 5.27 4.38 0.674 0.29 0.245
6.4—-11.9 m 25.24 27.95 22.7 20.26 1.112 0.9 0.806
11.9-169 m 21.92 23.36 26.49 26.95 1.069 1.209 1.233
16.9—22.5m 16.64 17.72 23.94 24.76 1.067 1.439 1.491
22.5-28.4 m 10.07 9.58 12.62 14.12 0.953 1.253 1.405
28.4-352 m 5.38 7.35 6.34 6.08 1.369 1.18 1.132
35.2—449 m 245 1.44 1.24 227 0.589 0.506 0.927
44.9-108 m 0.62 0.53 1.41 1.19 0.847 2.268 1.914
TWI 3.91-6.61 32.53 36.35 4432 39.31 1.285 1.362 1.39
6.61—8.46 39.55 45.54 40.7 40.28 1.266 1.029 1.12
8.46—11 17.44 15.49 11.54 15.18 0.793 0.662 0.777
11-14.71 5.38 1.44 1.79 3.27 0.162 0.333 0.366
14.71-25.35 1.72 0.39 0.93 1.1 0.086 0.54 0.241
25.35—34.97 1.81 0.79 0.46 0.76 0.392 0.256 0.38
34.97-38.52 1.26 0 0.18 0.1 0 0.145 0.15
38.52—46.96 0.32 0 0.08 0 0 0.258 0
0.37—0.51 0.64 0 0.05 0.03 0 0.077 0.045
NDVI 0-0.32 0.57 0.26 0.08 0.06 0.462 0.146 0.103
0.32—-0.48 1.42 1.05 1.21 1.25 0.738 0.85 0.875
0.48—0.58 2.85 3.28 3.86 3.63 1.153 1.356 1.277
0.58—0.65 6.75 9.45 10.88 10.74 1.399 1.611 1.59
0.65—0.7 16.33 21.79 21.24 20.33 1.334 13 1.245
0.7-0.75 26.83 23.1 27.88 28.02 0.861 1.039 1.044
0.75—0.82 29.24 2743 25.61 25.93 0.938 0.876 0.887
0.82—1 16 13.65 9.24 10.05 0.853 0.577 0.628
Distance to rivers <300 m 28.88 56.96 60.83 60.17 1.971 2.106 2.082
300—600 m 24.64 11.81 19.49 18.59 0.478 0.791 0.752
600—900 m 20.13 11.81 9.59 9.77 0.587 0.476 0.486
>900 m 26.35 19.42 10.51 1147 0.74 0.399 0.437
Lithology Clastic 33.73 56.96 41.11 40.5 1.971 1.222 1.204
Magmatic 34.35 11.81 1.64 31.99 0.478 0.048 0.933
Metamorphic 30.16 11.81 26.29 26.07 0.587 0.874 0.867
Carbonatite 1.76 19.42 30.96 1.44 0.74 17.717 0.821

units (all are assigned a value of 1). At the same time, non-rock fall
and non-colluvial landslide grid units with the same number of
rock fall and colluvial landslide grid units are randomly selected in
non-disasters areas (all are assigned a value of 0). These two sets of
data are merged as the output variables of four machine learning
models. Next, according to the 70%: 30% random division, the
model training and testing sets are obtained and the cross-
validation method is used to realize their effective verification
(Sun et al.,, 2020c). Furthermore, the frequency ratios of all grid
units in the study area are substituted into the four trained machine
learning models to calculate the susceptibility of rock fall and
colluvial landslide in Huichang County (Hong et al., 2020). Finally,
the obtained results are imported into the ArcGIS10.3 software to
prepare the susceptibility maps of rock fall and colluvial landslide.

Unified method of the LSP model also requires the preparation
of spatial data sets, which is similar to the preparation of spatial
data sets for the susceptibility prediction of rock fall and colluvial
landslide. After rock fall and colluvial landslide are directly coupled
into landslide by the unified method, a total of 455 landslides
without considering landslide types have been prepared, which can
be divided into 6842 landslide grid units. Then the frequency ratios
of environmental factors are calculated after the input variables are
obtained. Finally, the input variables are substituted into the four
trained machine learning models to calculate the landslide sus-
ceptibility indices in all grid units in the study area. In addition,
since the other two LSPs are carried out on the basis of the sus-
ceptibility indices of rock fall and colluvial landslide, there is no
need to recalculate the frequency ratios and prepare related spatial
data sets.
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Fig. 4. Land cover, hydrology and geological factors: (a) NDVI; (b) MNDWI; (c) Distance to rivers; and (d) Litholog.

4. Results of single rock fall/colluvial landslide susceptibility
prediction

4.1. Collinearity diagnosis of environmental factors

If there is a high degree of correlation between these environ-
mental factors, the model estimation may be distorted or difficult to
build models accurately. Therefore, it is necessary to perform multi-
collinearity diagnosis. The collinearity is judged by counting the
variance inflation factors (VIFs) and tolerance values of the 11
environmental factors. When the VIF is greater than or equal to 10,
or the tolerance is less than or equal to 0.2, the collinearity between
the environmental factors is relatively serious (Kalantar et al., 2019;
Merghadi et al., 2020; Huang et al., 2022b). It can be seen from
Table 3 that the maximum value of VIFs of rock fall is 1.496 and the
minimum value of tolerance is 0.669, and the maximum value of
VIF of colluvial landslide is 2.585 and the minimum tolerance is
0.387. Therefore, there is no serious multi-collinearity among the
environmental factors of both rock fall and colluvial landslide. All
the 11 environmental factors can be used to predict the suscepti-
bility of rock fall and colluvial landslides in the study area.

4.2. Rock fall susceptibility prediction by various models

4.2.1. LR model for rock fall susceptibility prediction

The LR model is trained and tested on the basis of the rock fall
spatial data set. The related regression coefficients (), standard
errors and significances of the 11 environmental factors are

Table 3
Multiple linear regression coefficients and constant terms.

Environmental factors Rock fall Colluvial landslides
Tolerance VIF Tolerance VIF
Elevation 0.925 1.082 0.854 1.171
Slope 0.669 1.496 0.418 2.39
Plane curvature 0.809 1.236 0.819 1.22
Profile curvature 0.966 1.035 0.992 1.008
Topography relief 0.872 1.147 0.473 2.112
TWI 0.795 1.258 0.775 1.29
NDVI 0.689 1.452 0.446 2.24
NDBI 0.675 1.482 0.387 2.585
MNDWI 0.924 1.082 0.804 1.243
Distance to rivers 0.896 1.116 0.832 1.202
Lithology 0.853 1.173 0.959 1.043

calculated. The calculation results show that the significances of all
environmental factors are less than 0.05, indicating that each var-
iable is statistically significant. Meanwhile, the § values of all
environmental factors are positive, showing that these factors
promote the occurrence of rock fall. The coefficients of elevation,
slope, plane curvature, profile curvature, topography relief, TWI,
NDVI, NDBI, MNDWI, distance to rivers and lithology are 1.341,
1.262, 0.566, 0.76, 1.121, 1.412, 0.415, 1.463, 1432, 1.643 and 0.196,
respectively, with a intercept value of —14.877. These regression
coefficients and Eq. (5) are used to predict rock fall susceptibility
indices.

Common methods for classifying susceptibility levels include
quantile method, natural break point method and equal intervals
method (Ayalew and Yamagishi, 2005). In this study, all predicted
landslide susceptibility indices are divided into five levels: very
low, low, medium, high and very high levels using the natural break
point method. Finally, the rock fall susceptibility predicted by the
LR model is mapped, as shown in Fig. 5a.

4.2.2. MLP model for rock fall susceptibility prediction

In SPSS 24 software, a MLP model with input, output and hidden
layers is constructed based on the frequency ratio values of 11
environmental factors as inputs and with the rock fall inventory
data as outputs. In the process of MLP modeling, the learning rate,
momentum and iteration time are set to 0.01, 0.3 and 2000,
respectively. Meanwhile, the number of hidden layers is set to 2 and
the activation function is the Softmax function. Finally, the trained
MLP is used to predict the rock fall susceptibility index of each grid
unit in the study area with susceptibility map shown in Fig. 5b.

4.2.3. SVM model for rock fall susceptibility prediction

In the modeling process of SVM model, the global search
method (Kong et al., 2021) is used to determine the rule parameter
(C), regression accuracy and kernel parameter () of SVM to be 6, 0.1
and 0.09, respectively. The stopping criterion of SVM is set to 10~>
and the remaining parameters are set as default values. Then the
trained SVM is used to predict the rock fall susceptibility index of
each grid unit in the study area, and the susceptibility map is drawn
in Fig. 5c.

4.2.4. (5.0 decision tree for rock fall susceptibility prediction

C5.0 decision tree model is realized in the SPSS Modeler18.0
software for rock fall susceptibility prediction. The decision tree is
used as the output type and the boosting method is used to
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Fig. 5. Rock fall susceptibility maps predicted by (a) LR, (b) MLP, (c) SVM, and (d) C5.0 decision tree models.

improve the accuracy of the model. At the same time, the cross-
validation method is used to estimate the accuracy of the C5.0
decision tree model and the remaining parameters take default
values to avoid model overfitting (Guo et al., 2021). Finally, this
trained model is used to predict the rock fall susceptibility indices
of the study area (Fig. 5d).

4.3. Colluvial landslide susceptibility prediction by various models

4.3.1. LR model for colluvial landslide susceptibility prediction

The training/testing data of colluvial landslide are imported into
SPSS 24 software to obtain the regression coefficient (§), standard
error and significance of each environmental factor of the LR
equation. The LR modeling results show that the significances of all
environmental factors are less than 0.05, indicating that each var-
iable is statistically significant. The coefficients of elevation, slope,
plane curvature, profile curvature, topography relief, TWI, NDVI,

NDBI, MNDWI, distance to rivers and lithology are 0.91,1.381, 0.812,
0.777, 0.33, 0.623, 0.403, 1.112, 0.687, 0.95 and 0.433, respectively,
with a intercept value of —10.025. Therefore, these environmental
factors contribute to the evolution of colluvial landslide. Further-
more, the slope and NDBI have greater impacts on the evolution of
colluvial landslide and their values are all greater than 1. The
trained logistic regression coefficients and Eq. (5) are applied to
calculate the colluvial landslide susceptibility indices, and corre-
sponding susceptibility map is drawn in Fig. 6a.

4.3.2. MLP model for colluvial landslide susceptibility prediction

In the SPSS 24 software, the colluvial landslide training/testing
data are used. The Softmax function is selected as the activation
function, the number of hidden layers is set to 2, and each layer
contains 6 nodes when constructing MLP model. In addition, the
learning rate, momentum and iteration time are set to 0.01, 0.35
and 2000, respectively. Then the trained MLP model is used to
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Fig. 6. Colluvial landslide susceptibility maps predicted by (a) LR, (b) MLP, (c) SVM, and (d) C5.0 decision tree models.

predict the colluvial susceptibility indices, and the colluvial land-
slide susceptibility is mapped in Fig. 6b.

4.3.3. SVM model for colluvial landslide susceptibility prediction

In the SVM model, the linearly inseparable data are mapped into
a high-dimensional feature space to make these training and
testing samples linearly separable. The stopping criterion, rule
parameter (C), regression accuracy and kernel parameter () of the
SVM model are set to 1073, 5, 0.1 and 0.09, respectively. Finally, the
trained SVM model is used to predict the colluvial landslide sus-
ceptibility in the Huichang County (Fig. 6¢).

4.3.4. (5.0 decision tree for colluvial landslide susceptibility
prediction

In the C5.0 decision tree model, the cross-validation method is
also applied to ensure the model accuracy. During the modeling

process, the expert mode is selected for decision tree pruning. The
pruning severity is set to 80, the minimum number of records for
each sub-branch is set to 15, the global pruning is adopted, and the
remaining parameters are set to default. Finally, the trained C5.0
decision tree is used to predict and map the colluvial landslide
susceptibility indices (Fig. 6d).

4.4. Uncertainty analysis of single rock fall/colluvial landslide
susceptibility results

4.4.1. Frequency ratio accuracy

Based on a certain type of landslide susceptibility map, the
number of landslide grid units and the total number of grid units
are selected at all susceptibility levels (very high, high, moderate,
low and very low levels). Then, the frequency ratio value of each
level is calculated by Eq. (3), and the distribution patterns of
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frequency ratio values of all levels of rock fall and colluvial land-
slides are respectively discussed under each machine learning
model (Table 4). A comparative analysis of the four models finds
that the frequency ratios of rock fall and colluvial landslide sus-
ceptibility gradually decrease from very high to very low levels.
The calculation results show that the frequency ratio accuracies
of the C5.0 decision tree model for rock fall and colluvial landslide
susceptibility are the largest (86.17% and 95.84%, respectively),
followed by SVM (80.34% and 81.64%), MLP (85.26% and 79.37%),
and LR (84.68% and 84.51%). In summary, it is found that the ac-
curacies of rock fall and colluvial landslide susceptibility maps
under the C5.0 decision tree model are higher than the others.

4.4.2. AUC accuracy

Evaluation of model quality is one of the key steps in LSP
modeling. The AUC is widely used to quantitatively evaluate the
performance of LSP models (Hong et al., 2020). The X-axis of the
receiver operating characteristic curve indicates the proportion of
non-landslides that are correctly classified, and the Y-axis indicates
the proportion of landslides that are correctly classified (Cantarino
et al., 2018). The AUC results are shown in Fig. 7, which suggest that
the LR, MLP, SVM and C5.0 decision tree models have good pre-
dictive capabilities for rock fall and colluvial landslide on the whole.
In particular, the AUC values for predicting rock falls in various
models exceed 88.3%. The four models have different efficiencies in
colluvial landslide susceptibility prediction, that is, the accuracies
of LR (AUC = 80.6%) and MLP (AUC = 80.4%) are not outstanding,
the SVM (AUC = 82.6%) has a better accuracy, and the C5.0 decision
tree (AUC = 94.2%) model has the best accuracy. To sum up, the C5.0
decision tree has the highest prediction performance for different
types of landslide susceptibility, followed by the SVM, LR and MLP
models.

Table 4
Rock fall and colluvial landslide susceptibility frequency ratios of each level.

Landslide type Class Frequency ratios of LSP class
LR MLP SVM C5.0
Rock fall Very low 0.043 0.036 0.064 0.034
Low 0.193 0.25 0.398 0.222
Moderate 1.021 0.889 1.213 1.221
High 1.751 1.64 1.51 3.323
Very high 5.196 5.156 5.337 5.882
Colluvial landslides Very low 0.135 0.168 0.101 0.011
Low 0.279 0.407 0.301 0.087
Moderate 0.696 0.893 0.752 0.296
High 1.814 1.69 1.383 1.755
Very high 4244 3.957 3.747 7.341
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4.4.3. Susceptibility index distribution patterns

In this paper, the mean value and SD are used to reflect the
average level and dispersion degree of the susceptibility index
distribution patterns of rock fall and colluvial landslides, so as to
analyze the uncertainties of rock fall and colluvial landslide sus-
ceptibility prediction modeling. The calculation results are shown
in Table 5 and Fig. 8a—d. It can be seen from Table 5 and Fig. 8a—
d that the mean value ranking of the rock fall susceptibility indices
measured by the four machine learning models is
Mean(r) > Meangvipy > Mean(cs o decision tree) > Mean(sym), and the
corresponding SD ranking is SDgvrp) > SD(r) > SD(svm) > SD(cs.0
decision tree)-

These comparisons show that: (1) The mean value of rock fall
susceptibility indices predicted by the SVM is the smallest, the SD is
medium, and the frequency ratio accuracy and AUC accuracy are
unsatisfied; (2) Both the mean value and SD of rock fall suscepti-
bility indices predicted by the C5.0 decision tree are relatively small
with the highest frequency ratio accuracy and AUC accuracy, and
the distribution patterns of the predicted rock fall susceptibility
indices are in line with actual landslide distribution; (3) Both the
mean value and SD of rock fall susceptibility indices predicted by
the MLP are relatively large, indicating that the rock fall suscepti-
bility indices are not concentrated in the very low and low sus-
ceptibility levels.

The mean value ranking of the colluvial landslide susceptibility
indices predicted by the four machine learning models (Table 5 and
Fig. 8e—h) is Mean(igr) > Mean(syn) > Meanvipy > Mean(cs o decision
tree)» and the corresponding SD ranking is
SD(svm) > SDmrp) > SD(c5.0 decision tree) > SD(1r). These comparisons
indicate that the mean value and SD of colluvial landslide suscep-
tibility indices predicted by the C5.0 decision tree models are small
with satisfied LSP accuracy, while those predicted by the SVM, LR
and MLP models are almost the opposite. In summary, the C5.0
decision tree model can better distinguish different types of land-
slide susceptibility indices and well reflect the difference of sus-
ceptibility indices in various grid units.

5. Results of LSP considering landslide types using C5.0
decision tree

5.1. LSP considering landslide types

Based on the comprehensive analysis of Section 4, we obtain
several rules from the susceptibility prediction of rock fall and
colluvial landslide: (1) Comparing the frequency ratio values of all
susceptibility levels, the frequency ratio of rock fall and colluvial
landslide gradually decreases from very high to very low suscep-
tibility levels. (2) According to the analysis of the mean and SD of
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Fig. 7. AUC accuracies of (a) single rock fall and (b) colluvial landslide susceptibility prediction.
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Table 5
Mean value and SD of rock fall and colluvial landslide susceptibility indices.

Coupled models Rock fall Colluvial landslides

Mean SD  AUC accuracy (%) Mean SD  AUC accuracy (%)
LR 0.361 0.282 88.3 0.361 0.231 80.6
MLP 0.317 0.297 89.1 0.336 0.241 80.4
SVM 0.278 0.277 91.1 034 0.256 82.6
C5.0 0.281 0.275 93.9 0.297 0.239 94.2

the susceptibility indices of different models, the rock fall and
colluvial landslides susceptibility indices are concentrated in the
very low and low susceptibility levels. (3) Among the four models,
the C5.0 decision tree model has a lower uncertainty of the sus-
ceptibility prediction, followed by the SVM, MLP and LR models. In
summary, the C5.0 decision tree is selected to model the LSP
considering landslide types due to its efficient performance.
Meanwhile, the boosting method is used to improve its accuracy,
and the cross-validation method is also used to ensure its accuracy.
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5.1.1. Unified method to LSP

The unified method firstly combines the rock fall surfaces and
colluvial landslide surfaces in Huichang County into new landslide
surfaces through ArcGIS 10.2 software. Then the new frequency
ratios based on the new landslide surface are calculated as the input
variables of the C5.0 decision tree model. That is to say, the land-
slide susceptibility considering landslide types is predicted by the
C5.0 decision tree model in the SPSS Modeler 18.0 software. For this
model building, the expert mode is selected for global pruning of
the decision tree, the pruning severity is set to 80, the minimum
number of records for each sub-branch is set to 15, and the other
parameters are set as default values. The final landslide suscepti-
bility map produced is shown in Fig. 9a.

5.1.2. Probability method to LSP

For the probability method, the rock fall and colluvial landslide
susceptibility indices predicted by the C5.0 decision tree model are
first imported into the SPSS 24 software. Then the Pearson corre-
lation coefficient () is calculated through correlation analysis as
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Fig. 8. Mean value and SD of rock fall and colluvial landslide susceptibility indices predicted by the LR, MLP, SVM, and C5.0 decision tree models.

i)

Fig. 9. Landslide susceptibility maps predicted by the C5.0 decision tree model based (a) unified method, (b) probability method and (c) maximum susceptibility method.
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v = 0.426. According to Eq. (4), the probability coupled calculations
of rock fall susceptibility indices (Pg) by the C5.0 decision tree
model, colluvial landslide susceptibility indices (P;) by C5.0 deci-
sion tree model and correlation coefficient (y) are carried out.
Finally, the landslide susceptibility indices (P;) are obtained and
mapped in ArcGIS 10.2 software (Fig. 9b).

5.1.3. Maximum susceptibility method to LSP

The maximum susceptibility method also needs to first import
rock fall and colluvial landslide susceptibility indices predicted by
the C5.0 decision tree model into the SPSS 24 software. Then, by
using the if-conditional statement in the variable option, the rock
fall and colluvial landslide susceptibility indices predicted by the
C5.0 decision tree model in the same grid unit are compared.
Finally, the larger susceptibility index value of the two is selected as
the final landslide susceptibility index and the mapping manage-
ment is carried out (Fig. 9c).

5.2. Uncertainty analysis of LSP considering landslide types

5.2.1. Results of frequency ratio accuracy analysis

Comparing the frequency ratios of the C5.0 decision tree based
unified method, probability method and maximum susceptibility
method, it is found that the frequency ratios decrease from very
high to very low susceptibility levels considering landslide types
(Table 6). This comparison indicates that the landslide suscepti-
bility indices are concentrated in the very low and low suscepti-
bility levels, and the distribution in other susceptibility levels
gradually decreases. It is also found from Table 6 that the frequency
ratio accuracy of unified method is the largest (94.44%), followed by
the probability method (88.65%) and the maximum susceptibility
method (88.45%). These comparisons indicate that the C5.0 deci-
sion tree based unified method has predicted landslide suscepti-
bility reliably and efficiently.

5.2.2. Comparison analysis of AUC

The AUC values are used to compare the LSP accuracies
considering landslide types. It can be seen from Fig. 10 that the C5.0
decision tree based unified method (AUC = 90.8%) has significantly
higher LSP performance than the C5.0 decision tree based proba-
bility method (AUC = 86%) and the maximum susceptibility
method (AUC = 85.6%). This also shows that the LSP performance of
the probability method and the maximum susceptibility method is
relatively close and is quite different compared with the unified
method. Anyway, the AUC values of the three methods are all

Table 6
Frequency ratios of LSP predicted by the C5.0 decision tree model.
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Fig. 10. The AUC accuracy of LSP by C5.0 decision tree model.

greater than 85%, indicating that these methods all have a good
predictive ability for LSP considering landslide types.

5.2.3. Distribution patterns of landslide susceptibility indices
considering landslide types

Fig. 11 shows that the three coupled methods considering
landslide types can distinguish the landslide susceptibility indices
well and reflect the difference of the susceptibility indices in
different grid units well, due to their relatively small mean values
and relatively large SDs. However, a further comparison of these
two indictors suggests that the mean value ranking of the landslide
susceptibility indices predicted by the C5.0 decision tree consid-
ering landslide types is Mean probability method) > Mean(Maximum sus-
ceptibility method) > Mean(unified method), and the SD ranking of is
SD(Maximum susceptibility method) > SD(Uniﬁed method) > SD(Probability
method)- A smaller mean value and a higher SD indicate a superior
LSP performance and a lower uncertainty of unified method when
considering landslide types (Fig. 11).

6. Discussion

6.1. Comparisons of machine learning models for LSP considering
landslide types

This paper uses LR, MLP and SVM models to predict LSP
considering landslide types, and the results are compared with
those predicted by the C5.0 decision tree, so as to avoid

C5.0 decision tree based Class Grid number in the study Percentage of grids in study area Landslide grid Percentage of landslide grids Frequency
method area (%) number (%) ratio
Unified method Very low 1,153,118 38.1 55 0.8 0.021
Low 736,115 244 173 2.5 0.103
Moderate 512,371 17.1 547 8.1 0.469
High 364,912 12.6 1905 279 2.295
Very high 234,630 7.8 4147 60.7 7.77
Probability method Very low 950,333 31.7 42 0.6 0.019
Low 773,612 25.8 200 2.9 0.114
Moderate 492,796 16.4 767 11.2 0.684
High 366,702 122 1774 26.1 2.127
Very high 417,703 139 4044 59.2 4.256
Maximum susceptibility Very low 1,015,927 339 45 0.7 0.019
method Low 775,345 25.8 220 3.2 0.125
Moderate 486,197 16.2 814 11.9 0.736
High 249,495 8.3 1691 248 2.979
Very high 474,182 15.8 4057 59.5 3.761
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Fig. 11. Mean value and SD of landslide susceptibility indices predicted by the C5.0 decision tree based (a) unified method, (b) probability method, and (c) maximum susceptibility

method.

uncertainties caused by different machine learning models (Huang
et al., 2020a).

6.1.1. LSP considering landslide types based on LR, MLP and SVM
models

In the process of unified method for LSP considering landslide
types, the model parameters are set as follows.

(1) For the LR model, the § values of environmental factors are
all positive numbers, showing that these environmental
factors promote the evolution of landslides.

(2) The MLP model chooses the Softmax function as the activa-
tion function with 2 hidden layers, and each layer contains 6
nodes. The learning rate, momentum, and iteration time are
set to 0.01, 0.35 and 2000, respectively.

(3) The SVM model selects RBF as the kernel function and sets
the stopping criterion, rule parameter (C), regression accu-
racy and kernel parameter (y) to 1073, 5, 0.1 and 0.09,
respectively.

The probability method calculates the Pearson correlation co-
efficients between rock fall and colluvial landslide susceptibility
indices in the LR, MLP and SVM models, which are 0.677, 0.605 and

0.594, respectively. Then, according to Eq. (4), the rock fall sus-
ceptibility index (Pg), colluvial landslide susceptibility index (Pr),
and Pearson correlation coefficients are probabilistically coupled to
calculate the final landslide susceptibility index (P¢).

The maximum susceptibility method uses the “if-conditional
statement” to select the larger susceptibility index between the
rock fall and colluvial landslide susceptibility indices as the final
landslide susceptibility index. Finally, all the landslide susceptibil-
ity considering landslide types predicted by the LR, MLP and SVM
models are mapped in ArcGIS 10.2 software. In order to save space,
Fig. 12 only shows landslide susceptibility maps predicted by the
LR, MLP and SVM based unified method.

6.1.2. Comparations of decision tree, LR, MLP and SVM models
considering landslide types

The susceptibility results of LR, MLP and SVM models well
reflect the differences in susceptibility indices between different
grid units. This is because we can use less high susceptibility indices
to reflect more known landslide locations. Taking the LR model as
an example (Table 7), the mean value ranking of the three types of
landslide susceptibility indices is Mean(vaximum susceptibility
method) > Mean(probability method > Mean(unified method)- The corre-
sponding SD ranking is SD(Maximum susceptibility method) > SD(Probability

R U E |

Fig. 12. Landslide susceptibility maps predicted by (a) LR,(b) MLP and (c) SVM based unified method.
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Table 7
Mean value and SD of landslide susceptibility indices predicted by LR, MLP and SVM
based unified, probability and maximum susceptibility methods.

Coupled model Unified method Probability Maximum
method susceptibility
method
Mean SD Mean SD Mean SD
LR 0.361 0.233 0411 0.255 0417 0.259
MLP 0.286 0.227 0.419 0.27 0.42 0.275
SVM 0.286 0.258 0.401 0.267 0.397 0.275

method) > SD(Unified method)- On the whole, the mean values of the
landslide susceptibility indices predicted by the unified method are
relatively small, and the corresponding SDs are relatively large,
indicating that the landslide susceptibility indices are concentrated
in the very low and low susceptibility levels and the dispersion
degree is large. It can be seen from Fig. 11 and Table 7 that the
distributions of the three types of landslide susceptibility indices
predicted by the LR, MLP and SVM models considering landslide
types are basically consistent with those by the C5.0 decision tree
model.

The receiver operating characteristic curves of LSP considering
landslide types based on the LR, MLP and SVM models are also
compared. Taking the SVM model as an example, the maximum
AUC accuracy of LSP is obtained by the unified method (82.5%),
followed by the probability method (81.3%) and the maximum
susceptibility method (81%). Hence, the three coupled methods all
have good abilities to identify landslides in the SVM model. The
results of LR and MLP models are in accordance with those of SVM
model. Furthermore, the receiver operating characteristic curves of
the C5.0 decision tree model are similar to those of the LR, MLP and
SVM models. However, the AUC accuracy of C5.0 decision tree
based on the unified method (90.8%), probability method (86%) and
maximum susceptibility method (85.6%) are higher than those of
LR, MLP and SVM models.
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6.2. Comparisons between single LSP and LSP considering landslide
types

This section aims to discuss the uncertainties of the results
predicted by the single LSP and the LSP considering landslide types
based on the C5.0 decision tree with the best performance.

6.2.1. Comparisons of frequency ratio accuracy

The frequency ratios of rock fall, colluvial landslides and the
landslides considering landslide types are listed in Tables 4 and 6 As
shown in the tables, the frequency ratios of various coupled con-
ditions gradually decrease. Among them, the frequency ratio ac-
curacy of colluvial landslide susceptibility is 95.84%. Meanwhile,
the landslide susceptibility considering landslide types predicted
by the unified method has higher frequency ratio accuracy of
94.44%, followed by the probability method and the maximum
susceptibility method, with frequency ratio accuracies of 88.65%
and 88.45%, respectively. Finally, the frequency ratio accuracy of
rock fall susceptibility is 86.17%. It shows that the frequency ratio
accuracies of LSP considering landslide types under various
coupled conditions are high.

6.2.2. Comparison of landslide susceptibility indices

As shown in Fig. 13a—e, the mean value ranking of susceptibility
indices of rock fall and colluvial landslide and the susceptibility
indices considering landslide types is Meanprobability method) > Mean
(Maximum susceptibility method) > Mean (rock fa) > Mean (ynified
method) > Mean(coliuvial landslides). The corresponding SD ranking is
SD(Colluvial landslides) = SD(Maximum susceptibility method) > SD(Uniﬁed
method) > SD(Probability method) > SD(Rock fall)- On the whole, the mean
values of the susceptibility indices under various conditions are
small and the SDs are large, indicating that the landslide suscep-
tibility indices predicted by the C5.0 decision tree are concentrated
in the very low and low levels with high dispersion degree. Among
them, the mean values of susceptibility indices under the rock fall,
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Fig. 14. Relative importance ranking of environmental factors under C5.0 decision tree model with different landslide types.

colluvial landslide and unified method are smaller than those un-
der other conditions, and the corresponding SDs of colluvial land-
slide and unified method are larger. Furthermore, their
susceptibility maps well indicate the differences between different
grid units and use less high susceptibility indices to reflect abun-
dant known landslide inventories.

6.2.3. Comparison of prediction rate accuracy

For the calculation of prediction rate accuracy, firstly, all types of
susceptibility indices in the 3,001,146 grid units of the study area
are firstly arranged in descending order. Then these susceptibility
indices in descending order are divided into 20 parts at 5% intervals.
Next, the number of landslide grid units that fall into different equal
intervals is counted separately. Finally, the prediction rate curves
are drawn by calculating the cumulative percentage of the landslide
grid units in different equal intervals (Fig. 13f). As shown in Fig. 13f,
the top 20% of various landslide grid units to account for the pro-
portion of the C5.0 decision tree model are ranked as: Colluvial
landslides (89.78%) > Unified method (88.74%) > Rock fall
(87.01%) > Maximum susceptibility method (73.12%) > Probability
method (71.82%). In very high and high susceptibility levels, the
(5.0 decision tree model has a better ability to identify landslides.
In addition, the prediction rate accuracy of rock fall is 91.6%, fol-
lowed by the colluvial landslide (91%), unified method (90.8%),
probability method (86%) and maximum susceptibility method
(85.6%). Therefore, the prediction rate accuracies of LSP model
considering landslide types are close to that of the rock fall and
colluvial landslides susceptibility prediction.

6.3. Relative importance comparisons of environmental factors
under different landslide types

The importance of environmental factors reflects the degree of
their influence on landslide events in the study area (Reichenbach
et al., 2018; Chang et al., 2022). Because of the highest LSP perfor-
mance, the factor values calculated through the proposed C5.0
decision tree model are used to evaluate the importance of envi-
ronmental factors (Liu et al., 2022). This paper plans to calculate the
related importance of the 11 environmental factors under three
different applications, including rock fall susceptibility prediction,
colluvial landslide susceptibility prediction, and the unified method
without considering landslide types. In addition, the probability

method and maximum susceptibility method are not considered to
be separately used, because both methods are coupled with the
susceptibility predictions of rock fall and colluvial landslide.

It can be observed from Fig. 14 that the most important envi-
ronmental factors for landslide events in all three applications
include slope and distances to rivers. The contribution rate of slope
factor is the highest during predicting rockfall susceptibility (29%),
while those under colluvial landslide susceptibility and unified
method are 22.6% and 25.5%, respectively. Under the condition of
using the uniform method, the contribution rate of distance to
rivers reaches a higher value of 24.4% than those under the con-
ditions of predicting colluvial landslide (22.2%) and rock fall land-
slide (20.4%). Furthermore, the ranking of the next important
environmental factors is also different from each other. For
example, in terms of the next most important environmental fac-
tors affecting rockfall susceptibility, the ranking of contribution
rates is plane curvature (10.7%), NDBI (8.3%) and NDVI (8.3%), those
affecting the colluvial susceptibility are NDBI (12.2%), elevation
(10.2%) and lithology (6.7%), and those affecting the united method
are NDBI (9.5%), elevation (9.3%) and plane curvature (6.7%). It can
be found from these comparisons that the ranking rules of the
contribution rates of environmental factors under different land-
slide types have a certain degree of similarity in this study area,
although there are differences in the contribution rate ranking
among various types of landslides.

6.4. Discussion of LSP considering landslide types

Through comparisons of this case study, the distribution pat-
terns of susceptibility indices predicted by the unified method,
probability method and maximum susceptibility method based
C5.0 decision tree models are generally similar. Among them, the
unified method has the best LSP performance, followed by the
probability method and the maximum susceptibility method. In
addition, the prediction accuracies of landslide susceptibility
considering landslide types in this study are not higher than those
of single rock fall and/or colluvial landslide susceptibility. These
conclusions are inconsistent with those of other scholars. For
example, Guo et al. (2021) found that the prediction rate accuracy
of the weighted frequency ratio model considering landslide types
was better than that ignoring landslide types. Sun et al. (2020a)
classified landslides in Xining City of China as soil landslides and
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rock landslides to more accurately perform LSP, suggesting that the
prediction rate accuracy considering landslide types has been
significantly improved. Reasons for the differences between the
conclusions in this study and related literature are as follows.

(1) Different study areas. The natural environmental conditions
and engineering activities in various study areas are
different. Therefore, the extracted environmental factors
vary in the value scope, type and importance. Moreover,
there are also differences in the number, type, instability
mechanism and spatial extent of the non-landslide sample
selection and triggering factors of landslides in various study
area (Lin et al., 2021; Wang et al., 2022).

(2) Problem of data source acquisition. The spatial locations of
rock fall and colluvial landslides may be inaccurately mapped
and the environmental factors of rock fall and colluvial
landslides may be inaccurately identified. The inaccuracies of
these data sources will lead to inaccurate LSP. In addition,
this study only extracts 11 types of environmental factors,
which may be not enough to predict satisfied landslide sus-
ceptibility. Next, more abundant landslide environmental
factors should be obtained from various data sources
(Pawluszek and Borkowski, 2016; Lin et al., 2021).

(3) Few references related to the LSP study considering landslide
types. It is found from relevant literature that most studies
take a single type of landslide as examples to carry out LSP or
do not consider the issue of different landslide types (Zhou
et al., 2018; Mao et al., 2022). As a result, the LSP results
considering landslide types lack sufficient comparative in-
formation. It is difficult to draw reliable conclusions only
based on these limit study results.

(4) Assessment methods of LSP results still need to be consid-
ered. The uncertainties of the LSP results are only assessed
from the perspectives of frequency ratio accuracy, suscepti-
bility index distribution patterns and AUC accuracy. How-
ever, it may be necessary to assess the LSP results from more
perspectives, such as Kendall test of synergy coefficient, field
validation (Li et al., 2020a), and seed cell area indices (Siizen
and Doyuran, 2004).

(5) Problem of coupled methods used for different landslide
types. The unified method, probability method and
maximum susceptibility method may have some problems.
For example, the unified method does not take into account
the differences of various landslide types and the univer-
sality of environmental factors in different types of land-
slides. The probability method may produce calculation
errors when using probability formulae. Meanwhile, the
maximum susceptibility method may amplify the errors of
LSP results (Zhou et al., 2018).

(6) Unbalanced data quantity of different landslide types. The
number of colluvial landslides (350) is greater than that of
rock fall (105) in this study area. Therefore, during the unified
process, the characteristics of rock fall may be influenced by
the characteristics of colluvial landslides. Meanwhile, the
final landslide susceptibility will be mainly characterized by
those of colluvial landslides, while those of rock fall might be
ignored. Even when the number of rock fall and colluvial
landslides is equal, whether there will be changes in the
results of the three coupled methods is open to question. In
the next step, some methods can be chosen to handle un-
balanced data, such as full convolutional network with focus
loss (Stizen and Doyuran, 2004).

(7) There are some other landslide types. This study only couples
two types of landslides, namely rock fall and colluvial land-
slides, to carry out LSP. However, there are more types of

landslides, such as debris flows and rolling rocks in the study
area (Hungr et al., 2014; Qiao et al., 2021). When we consider
three or more types of landslides in LSP modeling, whether
the errors inherent in the unified method or the maximum
susceptibility method would reduce needs for further study.

These uncertain issues indicate that there are still improvement
room in the LSP considering landslide types. Although this study
shows that the unified method has the best performance for LSP
considering landslide types, the probability method and maximum
susceptibility method may be more consistent with the theoretical
basis of LSP. It is recommended to perform further LSP verification
in other study areas to compare the three coupled models. There-
fore, future work will focus on replacing with other study areas, the
improvement of the quality of data sources, extracting richer types
of environmental factors, selecting different landslide types with a
balanced number, coupling three or more different landslide types,
and using more comprehensive methods to perform the LSP
considering landslide types.

7. Concluding remarks

This study aims to construct LSP models that can consider
different landslide types. The C5.0 decision tree model with effi-
cient LSP performance is adopted to couple the unified method,
probability method and maximum susceptibility method consid-
ering different landslide types. Finally, the uncertainties of various
landslide susceptibility results are discussed.

It is concluded that the three LSPs considering landslide types
conform to the occurrence patterns of landslides in the study area.
Generally, the united method has the best performance in pre-
dicting susceptibility, followed by the probability method and
maximum susceptibility method. Combined with the uncertainties
of these LSPs considering landslide types, more case studies are
needed to discuss the strengths and weaknesses of these coupled
models. It can be seen from the comprehensive uncertainty com-
parison of colluvial landslide/rock fall susceptibility and landslide
susceptibility considering landslide types that the performance of
these susceptibility predictions also matches with each other on
the whole. However, the landslide susceptibility considering
different landslide types is obviously superior to those of single
colluvial landslide or rock fall susceptibility, because it can more
comprehensively reflect the evolution rules of landslides in the
study area.
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