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A B S T R A C T

Language-vision integration has become an increasingly popular research direction within the computer vision
field. In recent years, there has been a growing recognition of the importance of incorporating linguistic
information into visual tasks, particularly in domains such as action anticipation. This integration allows
anticipation models to leverage textual descriptions to gain deeper contextual understanding, leading to more
accurate predictions. In this work, we focus on pedestrian action anticipation, where the objective is the
early prediction of pedestrians’ future actions in urban environments. Our method relies on a multi-modal
transformer model that encodes past observations and produces predictions at different anticipation times,
employing a learned mask technique to filter out redundancy in the observed frames. Instead of relying solely
on visual cues extracted from images or videos, we explore the impact of integrating textual information in
enriching the input modalities of our pedestrian action anticipation model. We investigate various techniques
for generating descriptive captions corresponding to input images, aiming to enhance the anticipation
performance. Evaluation results on available public benchmarks demonstrate the effectiveness of our method in
improving the prediction performance at different anticipation times compared to previous works. Additionally,
incorporating the language modality in our anticipation model proved significant improvement, reaching a
29.5% increase in the F1 score at 1-second anticipation and a 16.66% increase at 4-second anticipation. These
results underscore the potential of language-vision integration in advancing pedestrian action anticipation in
complex urban environments.
. Introduction

Human action anticipation is an essential task in many applications
nd is gaining much interest in the computer vision field. In particular,
redicting pedestrians’ intentions and actions is crucial in the context
f autonomous driving and smart surveillance systems. Therefore, a
ecent research direction focuses on predicting pedestrians’ intention
o cross or not cross the street (Rasouli et al., 2017; Kotseruba et al.,
020, 2021). Moreover, as early as the anticipation of the human be-
avior, more proactive planning could be provided upon the predicted
uture, which opened the door for more interest in early anticipation
f pedestrians’ actions (Osman et al., 2022, 2023). In this work, we
ocus on early pedestrian action anticipation, employing a multi-modal
ransformer-based model that utilizes different input modalities ex-

tracted from the observed history. Mainly, we aim to combine visual
nd language modalities in order to enrich the comprehensive ability

of the model to interpret the observed events and anticipate future
ctions. Notably, language can serve as a beneficial tool in enriching

visual content by providing comprehensive contextual descriptions of
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the observed images and videos in many visual tasks. Textual descrip-
tions can convey supplementary context, providing more details that
surpass those derived solely from visual feature extraction. Therefore,
with the rapid advancements in natural language processing (NLP), the
integration of language and vision is becoming increasingly relevant,
offering significant value to various visual tasks. Recent vision-language
models such as CLIP (Radford et al., 2021) exemplify the potential
of such integration, enhancing visual understanding through textual
input.

In the domain of action anticipation, recent models have intro-
duced innovative approaches that incorporate the generation of textual
descriptions, seamlessly integrating them into the anticipation mod-
els (Manousaki et al., 2023; Zhao et al., 2024; Ghosh et al., 2022;
Huang et al., 2023; Das and Ryoo, 2022). However, the current integra-
tion of language into the action anticipation task primarily addresses
the anticipation of first-person actions, where the observed contexts
often share similarities among actions, and language descriptions can
offer concise and insightful representations. However, in this work, we
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Fig. 1. TAMformer: Temporal Adaptive Masking Transformer. We introduce a multi-modal transformer model that dynamically adjusts its attention to prioritize the most relevant
rames within the observed sequence, by learning an attention mask. The figure provides a close-up view of the first half-second of a learned mask by TAMformer, showcasing the
odel’s proficiency in utilizing frames considered relevant for processing. Our model minimizes the number of frames used, where it tends to select those closest to the event, as

hey are more correlated with the anticipated action. Due to the redundancy in the input frames, the model chooses frames with significant differences to reduce redundancy and
maximize information extraction. This enables our TAMformer model to adaptively learn a mask that exploits only the most important frames during the anticipation process.
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aim to incorporate language into the third-person pedestrian action
nticipation task. In our case, pedestrian decisions are influenced by
any factors, including their current actions, demographic profiles,

ollective behaviors of nearby individuals, and the overall street condi-
ions. Consequently, language integration holds the potential to capture
hese diverse factors more accurately compared to solely relying on
isually extracted representations. Nevertheless, this direction presents
hallenges, particularly in providing textual ground truth, especially in
he complex urban environment, where we address this challenge, seek-
ng to overcome obstacles associated with providing accurate textual
escriptions in urban settings.

Furthermore, pedestrians’ actions are not limited to crossing or not
rossing, where many diverse behaviors can be observed in the urban
nvironment. Anticipating these varied behaviors not only allows for
 deeper comprehension of pedestrian actions but also enhances the
ccuracy of predicting crossing intentions. Therefore, we expand the

conventional binary task of crossing/not crossing intention prediction
nto multi-action anticipation of five different pedestrian activities:
alking , stopping/standing , waiting to cross, crossing , and other ,
enoting uncategorized actions.

To summarize, the main contributions of this paper are as follows:

1. We extend the pedestrian action anticipation task to antici-
pate multiple actions instead of the conventional crossing/not
crossing binary task.

2. We integrate vision and language to enhance the performance of
action anticipation in complex urban scenarios, leveraging the
complementary nature of these modalities.

3. We conduct an in-depth exploration of various techniques for
generating per-frame textual captions, facilitating a deeper un-
derstanding of pedestrian behavior.

4. We evaluate our multi-modal transformer model on three well-
known datasets, validating the efficacy of our model in antici-
pating pedestrians’ actions.

5. We conduct extensive experiments on a novel large-scale multi-
actions dataset to demonstrate the effectiveness of vision-
language coupling in our action anticipation task.

This paper builds upon our previous work, TAMformer (Osman
et al., 2023), which is a multi-modal transformer model, with the ability
to measure the relevant importance of observed frames throughout the
temporal axis, selecting the most relevant ones and adapting to the
anticipation needs at each anticipation time, as illustrated in Fig. 1.
In this work, we introduce two major extensions to TAMformer: firstly,
2

we broaden the evaluation scope of TAMformer by assessing its per-
formance on the LOKI dataset (Girase et al., 2021), a recent large-scale
pedestrians dataset that allows for multi-action anticipation. We are the
first to provide action anticipation performance on LOKI by comparing
different anticipation models. Secondly, we introduce language inte-
gration into TAMformer, exploring the impact of incorporating textual
modality alongside visual inputs on the anticipation performance. To
this end, our experiments with TAMformer are substantially expanded
to investigate the implications of language integration and to identify
the optimal approach for generating appropriate textual modality.

2. Related works

2.1. Action anticipation

Action anticipation, whether in first-person settings (Fan et al.,
2018; Furnari et al., 2017; Rhinehart and Kitani, 2020; Zhang et al.,
2017; Camporese et al., 2021; Furnari and Farinella, 2021; Osman
t al., 2021) or third-person videos (Abu Farha et al., 2018; Felsen

et al., 2017; Gao et al., 2017; Mahmud et al., 2017; Zeng et al.,
2017; Camporese et al., 2023), is gaining significant traction due to its
relevance in various real-world applications such as robotic assistance
and autonomous driving. In urban environments especially, pedestrian
action anticipation plays a crucial role in enabling safe navigation for
self-driving cars, resulting in a surge of research efforts in this domain
(Neogi et al., 2020; Kotseruba et al., 2020; Liu et al., 2020; Kotseruba
et al., 2021; Yang et al., 2021; Lorenzo et al., 2021, 2020; Gesnouin
et al., 2021; Razali et al., 2021; Rasouli et al., 2021; Osman et al.,
2022; Correia et al., 2022; Rasouli et al., 2022; Achaji et al., 2022;
Osman et al., 2023; Yang et al., 2023; Rasouli and Kotseruba, 2023).

any techniques for pedestrian behavior and action prediction have
been proposed, varying in the features extracted from observed images
and the temporal backbones used to process time. Most related works
rely on visual features extracted from images to describe the scene,
along with pedestrian trajectories, typically employing an LSTM for
temporal processing, as in Neogi et al. (2020), Kotseruba et al. (2020),
Liu et al. (2020), Kotseruba et al. (2021), Yang et al. (2021), Lorenzo
et al. (2021, 2020), Gesnouin et al. (2021), Rasouli et al. (2021),
Osman et al. (2022) and Correia et al. (2022). More recent works
have proposed alternative techniques, such as Rasouli et al. (2022),

hich employs two sets of Conv2D layers. An interesting approach
n Achaji et al. (2022) uses pedestrian bounding box history alone to

describe pedestrian movement and achieve high performance. Other
recent techniques transform the observed scene into a graph and apply
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graph convolution to encode it, as in Yang et al. (2023). With the
rise of transformer-based architectures, which have shown impressive
performance across various tasks, recent works have employed trans-
ormers for pedestrian action prediction, such as Rasouli and Kotseruba

(2023) and Osman et al. (2023). In this work, we also rely on a
ransformer-based architecture.

Pedestrian action prediction is mainly formed to predict the action
f crossing or not crossing the street, as in JAAD (Rasouli et al., 2017),

and PIE (Rasouli et al., 2019) datasets. However, recent work in pedes-
trian motion prediction (Girase et al., 2021) expanded the behavioral
escriptions of pedestrians to include a broader range of actions such as

walking, standing, crossing, and waiting to cross. However, while the
aforementioned work primarily focuses on the trajectory prediction of
bserved agents, we aim to utilize such wider actions in the pedestrian

action anticipation task.

2.2. Multi-modal modeling

Multi-modal modeling is becoming very popular due to its effective-
ness in enriching the exacted information by merging multiple views
about the observation. Each modality catches distinctive details on the
observed input. Often, different modalities are complementary to each
other, where fusing the multi-modal feature spaces would comprehen-
sively describe the observed scene (Wang, 2021; Hu et al., 2022). Many
revious works adopted a multi-modal design and proved an improved
erformance in the action anticipation and detection task (Furnari

and Farinella, 2021; Liu et al., 2018; Kotseruba et al., 2021). Many
techniques have been proposed for the fusion of multiple modalities;
for example, in Furnari and Farinella (2021) and Osman et al. (2022),
an attention-based approach is used for fusing the different modalities.

nother interesting and popular technique targeting transformer-based
odels is proposed in Hu and Singh (2021).

In the Pedestrian action prediction task, many fusion techniques
have been proposed. Most famously is the late fusion approach be-
tween encodings of the fused modalities, as in Kotseruba et al. (2021),
Yang et al. (2021), Lorenzo et al. (2021), Gesnouin et al. (2021),
Lorenzo et al. (2020) and Yang et al. (2023). Other works applied
different fusion techniques, such as Rasouli et al. (2021, 2022), which
fuses the different modalities at different levels inside the predic-
tion model. Most recently, Rasouli and Kotseruba (2023) employed
a transformer module to cross-encode the input modalities. Similarly,
n Osman et al. (2023), a transformer-based architecture is utilized to
rossly encode and decode the different modalities. In this work, we

adopt a transformer-based fusion technique of multiple modalities in
our TAMformer model.

2.3. Temporal and spatial scaling

Video-based models need to process temporal and spatial informa-
tion. Throughout the temporal axis, the used processing frame rate
affects the amount of extracted information. Consequently, many works
proposed to model the temporal axis at different frame rates (Feichtenho
t al., 2019; Sener et al., 2020; Osman et al., 2021; Wu et al., 2019).

However, relying on fixed frame rates requires a pre-step of hyper-
parameter tuning, in addition to the possibility of losing important
information during the sampling process. Therefore, our approach uti-
lizes an adaptive mechanism to weigh the importance of the observed
frames and learn the applied attention masks inside our transformer
model.

Similar to temporal modeling, spatial scale affects the information
extracted from an image. Larger scales allow for more details but could
incorporate more noise. On the other hand, smaller spatial scales could
miss the key-hidden input in the image. Consequently, many works
adopted multi-spatial-scale design to create a more robust model to
scale changes, especially in image classification and object detection
problems (Nah et al., 2017; Niu et al., 2019; Lin et al., 2017; Zhang
t al., 2023). Therefore, we consider multi-spatial-scale during the

generation of per-frame language modality to allow for more robust
textual descriptions.
 b

3

2.4. Vision-language integration

Language provides a rich and contextual way to describe visual
content, where it can provide additional context and details that may
not be immediately apparent by visual feature extraction. Therefore,
coupling language features and visual features has gained massive
ttention in computer vision, where numerous studies have proposed
nnovative techniques for such coupling and for extracting suitable
anguage features for visual tasks. For example, in Burns et al. (2019),
 study is conducted to measure the effectiveness of different lan-
uage models and text embedding approaches on different visual tasks.
hile in Lu et al. (2019), VilBERT presents a co-attention transformer

model that couples text and images into a multi-modal transformer to
solve different vision tasks, including visual question answering and
caption-based image retrieval.

The significant interest in this field has led to the production of
breakthrough models, such as CLIP (Radford et al., 2021), a
transformer-based model aiming at coupling textual inputs with im-
ages for zero-shot text/image retrieval. In addition to the impressive
advances in natural language processing (NLP), with the witnessed
improvements of the GPT models (Floridi and Chiriatti, 2020), and the
mage captioning models, such as BLIP (Li et al., 2022, 2023), that
pplies a two-stage of training: representation learning stage of the
mage, and a generative stage of the textual caption to the image.

Given such advances in the language-visual models, visual tasks
ave started integrating language and textual input to enhance their

performance. Specifically, for the task of action anticipation, recent
models proposed the generation of textual labels and their integra-
tion in the anticipation model (Manousaki et al., 2023; Zhao et al.,
2024; Ghosh et al., 2022; Huang et al., 2023; Das and Ryoo, 2022).

LMAH (Manousaki et al., 2023) anticipates first-person actions, in-
egrating images and textual descriptions of the observed actions and
pplying bidirectional LSTM encoders for visual and textual inputs.
hile in Zhao et al. (2024), a large language model is utilized to predict

future actions based on extracted textual descriptions of the input
images, where the visual task is fully transformed into a lingual task.
A similar idea is applied in Ghosh et al. (2022), proposing knowledge
distillation from the lingual anticipation model to the visual antici-
ation model. Again, a large language model is used for anticipation
n Huang et al. (2023) using image captions generated for the input

images. Another interesting technique is proposed in Das and Ryoo
(2022), where CLIP encodes images and textual labels of the observed
actions, followed by a transformer aggregation anticipation model.

In this work, we aim to couple a lingual modality with the visually
xtracted features for third-person action anticipation of pedestrians’
ehaviors, where we generate per-frame textual descriptions projected
nto the feature space of our multi-modal model to enrich the en-
oded representation inside the model and enhance the anticipation
erformance.

3. TAMformer model

We extend the TAMformer architecture (Osman et al., 2023), a
multi-modal action anticipation model, to include textual prompts. As
depicted in Fig. 2, TAMformer comprises four key modules: the value
encoder, the query encoder, the decoder, the anticipation head, and the
temporal adaptive mask module.

3.1. Value encoder

Raw images are first projected into different modalities to extract
eatures 𝐱𝑚 ∈ [𝐱1,… , 𝐱𝑀 ]. Here, 𝑀 represents the number of modali-
ies, 𝐱𝑚 ∈ R𝑇×𝐷𝑚 , where 𝐷𝑚 denotes the feature size, and 𝑇 signifies

the time sequence length. Each projected modality 𝐱𝑚 is augmented
with positional embeddings 𝐩 to preserve temporal causality before

eing passed through a transformer block 𝑇 𝐸𝑚 to produce an encoded
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representation 𝐳𝑚 ∈ R𝑇×𝐷𝑚 . Finally, the value encoding 𝐳𝑒 is obtained
by concatenating the encoded modalities:

𝐳𝑚 = 𝑇 𝐸𝑚(𝐱𝑚 + 𝐩), 𝐳𝑒 = 𝐶 𝑎𝑡[𝐳1,… 𝐳𝑀
]

(1)

TAMformer can accommodate various modalities. However, in this
work, we focus on four distinct modalities: bounding box trajectories,
pose features derived from OpenPose, RGB features obtained from
cropped pedestrian images to encapsulate the local scene context,
and linguistic features. When the language modality is excluded, the
image feature extractor 𝛷𝑖𝑚𝑔 is represented by a VGG16 (Simonyan
nd Zisserman, 2015) network. However, when we include the textual

part, to align the visual and textual modalities, we utilize a pre-trained
CLIP framework (Radford et al., 2021) for extracting visual features
(𝛷𝑖𝑚𝑔 = 𝐶 𝐿𝐼 𝑃𝑖𝑚𝑔) and textual features (𝛷𝑡𝑥𝑡 = 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡).

3.2. Query encoder

Next, TAMformer employs a query encoder to further enrich the
extracted representation by allowing a step of early interaction between
the input modalities. Here, the projected features are concatenated and
hen encoded using the transformer block 𝑇 𝑄:

𝐳̃𝑞 = 𝐶 𝑎𝑡
[

𝐱1,… , 𝐱𝑀
]

, 𝐳𝑞 = 𝑇 𝑄(𝐳̃𝑞) (2)

3.3. Decoder

The decoder utilizes a multi-head cross-attention transformer 𝑇 𝐷,
here the value encodings serve as the value and the query encodings

erve as the query. The final decoding 𝐳𝑑 is passed to the anticipa-
tion head to produce the predictions at the corresponding anticipa-
tion times, employing a multi-layer perceptron followed by a sigmoid
activation function:

𝐳𝑑 = 𝑇 𝐷(𝐳𝑒, 𝐳𝑞), 𝐲̂ = 𝑆 𝑖𝑔 𝑚𝑜𝑖𝑑(𝑀 𝐿𝑃 (𝐳𝑑 ))

3.4. Temporal adaptive mask

To filter out redundant frames while retaining those deemed most
ignificant during processing, TAMformer incorporates a learning mod-
le that adapts attention masks within transformer blocks to reflect the
4

temporal importance of observed frames. As depicted in Fig. 2, input
features at time 𝑡 are concatenated and fed into a feed-forward network,
which predicts attention masks up to the 𝑡th column. Frames beyond 𝑡
are masked to prevent the utilization of future information in present
predictions. The mask 𝐌 is predicted up to 𝑡 as follows:

𝐳̃ = 𝐶 𝑎𝑡[𝐱1,… , 𝐱𝑀
]

,
𝐌[∶𝑡] = 𝑆 𝑖𝑔 𝑚𝑜𝑖𝑑(𝑀 𝐿𝑃 (𝐳̃[∶𝑡])).

The predicted mask 𝐌 is passed to the value encoders 𝑇 𝐸𝑚, the
uery encoder 𝑇 𝑄, and the decoder 𝑇 𝐷, employed as a masking
trategy inside the transformer blocks. In this way, we were able to
llow the model to learn and choose only the most influential frames
t each time step to be utilized during the anticipation process.

3.5. Auxiliary loss

Typically, as anticipation models approach the time of the antic-
pated action, their performance tends to improve. To capitalize on
his observation, TAMformer utilizes an auxiliary regularization loss
unction:

𝑟 =
∑

𝑡

‖

‖

‖

𝐳𝑑 [𝑡] − 𝐳𝑑 [𝑇 ]
‖

‖

‖

2

which aims to minimize the disparity between the current decoder
embedding 𝐳𝑑 [𝑡] and the final embedding 𝐳𝑑 [𝑇 ]. It employs a two-
tage training approach: initially, pre-training the model using only
he cross-entropy loss 𝑐 𝑒 for action anticipation. Subsequently, the
egularization term 𝑟 is incorporated into the total loss ( = 𝑐 𝑒+𝑟),
hereby encouraging earlier anticipation predictions to leverage the
omprehensive representation provided by the final decoder embed-

ding, which encapsulates the entire sequence preceding the onset of
the action.

3.6. Data augmentation

In contrast to the standard protocol outlined in Kotseruba et al.
(2021), TAMformer departs from the use of overlapped samples and
instead employs the protocol proposed in Osman et al. (2022), where
each pedestrian is treated as a single sample. Consequently, this ap-
proach results in a significant reduction in the number of samples



N. Osman, G. Camporese and L. Ballan Computer Vision and Image Understanding 249 (2024) 104144

a

e

a

t
s
a

o
g
t

Fig. 3. An example of the effect of spatial scale on the generated text descriptions. The Global Context is the complete scene, without cropping. While a Local Context means
 cropped image with a ratio/scale of the size of the pedestrian bounding box (BBox).
w

d

o
t

(

Table 1
Predefined per-frame captions.

Description category List of predefined captions

Demographic
description

A woman is
A man is
A girl is
A boy is

Basic activity walking - standing

Location description on the sidewalk
on zebra line
next to a bus station
next to a car
next to traffic lights
in front of a building

Behavioral description while talking to someone
while talking in the phone while
looking at the phone
and raising his hand
while carrying a baby
while pushing a strolling
holding a crutch

Interaction description with a child
with a group of people
with a dog

ex. A man is walking on the sidewalk.
x. A woman is standing in front of a building while talking on the phone with a child.

compared to the methodology presented in Kotseruba et al. (2021).
However, given the substantial data requirements of transformer mod-
els for optimal performance, a data augmentation strategy is proposed
to augment the training dataset in case of limited training samples.

Following the methodology described in Osman et al. (2022), the
observation length is set to 4.5 s, disregarding any frames occurring
before this duration in each sample. Leveraging these history frames to
ugment the data, TAMformer replaces the encoding window with his-

tory frames whenever available, thereby generating multiple versions of
he same sample with different encoding windows. This augmentation
trategy effectively enriches the training data, enhancing the model’s
bility to learn robust representations.

4. Language modality generation approaches

The main challenge in integrating language into the pedestrian
action anticipation task is the absence of textual labeling for the images
r the scene. In our work, we investigate different techniques for
enerating textual descriptions for the input images. Herein, we discuss
he investigated techniques for language generation.
5

4.1. Predefined per-frame captions

As our task addresses action anticipation in urban scenarios, this
could limit the range of possible activities that can be performed in an
urban environment. A straightforward technique to couple an image

ith a textual description is to predefine a set of likely descriptions
and then pair a given image with its closest description in feature space.
We split a textual description into four parts: Demographic description,
basic activity description, behavioral description, location description,
and interaction description. Table 1 summarizes the possible captions in
each category, where each category aims to cover a possible aspect in a
given scene. The final list of predefined captions represents all possible
combinations between the pre-defined texts. The chosen caption 𝐶𝐼
for an image 𝐼 should be the closest to the image in feature space, as
epicted in (3), where 𝐾 is the number of predefined captions.

𝐶𝐼 =
𝐾

argmin
𝑘=1

‖

‖

‖

𝐶 𝐿𝐼 𝑃𝑖𝑚𝑔(𝐼) − 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶𝑘)
‖

‖

‖

(3)

4.2. Pre-trained image captioner

A more reasonable approach for getting a textual description for an
image is using an image captioner. BLIP-2 (Li et al., 2023) is a recent
image captioning framework that produces robust textual descriptions
in multiple domains. We rely on a pre-trained BLIP-2 model to generate
ur per-frame captions. However, many factors can affect the generated
ext, such as the scale of the context enclosed around the pedestrian in

the image or the amount of noise incorporated. Therefore, we conduct
multiple steps to ensure the accuracy and clarity of the generated text,
including a multi-spatial-scale captioning procedure, in addition to a
text cleaning step.

4.2.1. Multi-spatial-scale captioning
A single frame in our input represents a wide-view urban scene;

however, as we focus on a single pedestrian in the scene, the frame is
cropped, centering the pedestrian in the cropped image while adding a
reasonable amount of context to the observation. However, the amount
of context added to the cropped frame affects the interpretation of
the image and, consequently, the generated caption, as illustrated in
Fig. 3. To allow more informative descriptions, we employ different
cropping scales, capturing different contexts and information from the
scene. Let 𝑆 be the number of considered cropping scales, and 𝐶𝑠

𝐵 𝐿𝐼 𝑃 is
the description generated by the BLIP-2 for scale 𝑠, then the projected
lingual modality 𝐱𝐵 𝐿𝐼 𝑃 for the generated text description is given by
4).

𝐱𝐵 𝐿𝐼 𝑃 =
𝑆
∑

𝑠=1
𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶𝑠

𝐵 𝐿𝐼 𝑃 ) (4)
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Fig. 4. Examples of corrupted captions due to unclear and noisy images.

4.2.2. Captions cleaning and refinement
The generated captions incur a large amount of noise. Firstly, the

pre-trained BLIP-2 model is not specialized in urban scenarios; there-
fore, the captions could contain unrelated descriptions to the urban
scenes. Additionally, we have a high percentage of noisy images due
to zooming in for centering a relatively far pedestrian, which leads to
corrupted descriptions, as exemplified in Fig. 4. To overcome such noisy
aptions, we first ignore all captions containing any special characters,

numbers, specific dates, or places that might be guided by a misleading
interpretation of the images, leading to such specific and unrelated
information. Additionally, to further filter out unrelated captions, we
create a dictionary of words related to the urban environment and
pedestrians’ activities, e.g., street, car, walk, etc. Any generated caption
hat seems to be unrelated is overlooked and replaced by a general

descriptive text, such as ‘‘A person is observed in the street’’ .

4.3. Template-based per-frame captions

Template captions represent a more stable technique for providing
textual descriptions for the observed frames. A template sentence is pre-
defined to be filled with some relevant inquiries about the observed
pedestrian. In our work, we pre-defined a textual template, given by:
‘‘A/An person_des is action_des’’. The keyword ‘‘person_des’’ is re-
placed with the corresponding pedestrian description (age/gender), and
‘‘action_des’’ is replaced by the detected activity in the corresponding
rame, i.e., walking, standing, crossing, etc. For example, one description

could be ‘‘An adult female is walking in the street ’’.
The chosen attributes reflect the most important factors affecting

the future activity of the pedestrian. For example, both age and gen-
der have a considerable influence on the pedestrians’ decisions and,
onsequently, their future actions. The most influential attribute is the
istory of actions taken by the pedestrian, providing a clear description
f the observed events. The tremendous evolution in human detection
nd action recognition models concedes the feasibility of obtaining
hese descriptive attributes. However, Herein, we rely on the ground
ruth existence of these attributes in our evaluation dataset.

4.4. Text prompting

Much like human perception, where different synonyms of a single
word can influence the comprehension of a sentence, language models
are similarly sensitive to this phenomenon. Depending on the popular-
ity of a given word and its contextual prevalence during the language
model’s training, the obtained representation would be more/less in-
formative. Considering this effect, we leverage text prompting within
captions to optimize the model’s perception of the context and enhance
its understanding of the described events.
 J

6

Table 2
List of synonyms used in manual prompting.

Age synonyms Adult - grownup
Child - little child

Gender synonyms Female
Male

Age/Gender synonyms Woman - Lady
Man - Gentleman
Girl - Schoolgirl
Boy - Schoolboy

Action synonyms Walking - Moving
Standing - Stopped - Was walking and stopped
Waiting to cross - Wanting to cross
Crossing the street - Crossing the road
Does not want to cross
Observed - Seen

ex. 𝐶1
𝑡𝑒𝑚𝑝: An adult female is walking in the street.

𝐶2
𝑡𝑒𝑚𝑝: A woman is walking in the street.

𝐶3
𝑡𝑒𝑚𝑝: A grownup female is moving in the street.

𝐶4
𝑡𝑒𝑚𝑝: A lady is walking in the street and does not want to cross.

4.4.1. Manual prompting
We investigate the effect of promoting in our template-based cap-

ioning approach. For both ‘‘person_des’’ and ‘‘action_des’’ , we prompt
the text by alternating their synonyms, producing multiple synonym
descriptions for the same image, allowing for a richer language rep-
resentation. Table 2 summarizes the synonyms used for the prompt-
ing process. Given an initial template-based caption 𝐶1

𝑡𝑒𝑚𝑝, a num-
er 𝑃 of prompted descriptions are generated, where the collective
epresentation of the projected captions 𝐱𝑡𝑒𝑚𝑝 is as follows:

𝐱𝑡𝑒𝑚𝑝 = 𝐶 𝑎𝑡
[

𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶1
𝑡𝑒𝑚𝑝),… , 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶𝑃

𝑡𝑒𝑚𝑝)
]

(5)

4.4.2. ChatGPT prompting
Recently, GPT models achieved a significant jump in the field of

natural language processing, whereas ChatGPT showed impressive ca-
abilities in multiple language tasks, including paraphrasing. We asked
hatGPT to prompt our template sentence into a set of possible para-
hrased captions. To permit the production of more prompted textual
escriptions through ChatGPT, the concatenation fusion approach in
5) is replaced with a summation.

4.4.3. Image captioner prompting
The descriptions generated by an image captioner represent a

broader interpretation of the observed frames compared to the pre-
defined template. In contrast, template-based captioning provides a

ore to-the-point description of the event. To take advantage of both
aptioning techniques, the generated BLIP-2 text is prompted by our

predefined template, specifically, ‘‘person_des’’ and ‘‘action_des’’. Given
 generated BLIP-2 caption 𝐶𝐵 𝐿𝐼 𝑃 , we first prompt the text with the

demographic age/gender attributes, providing 𝐶𝐵 𝐿𝐼 𝑃 _𝐷. Then 𝐶𝐵 𝐿𝐼 𝑃 _𝐷
is prompted with the action attributes, generating 𝐶𝐵 𝐿𝐼 𝑃 _𝐴𝐷. The
projected features of the prompted text 𝐱𝐵 𝐿𝐼 𝑃 _𝐴𝐷 is given by (6), where
𝑃 is the number of manually-prompted captions, 𝑆 is the number of the
onsidered spatial scales, while 𝛽 and 𝛾 are uncertainty values to reflect
he possibility of erroneous during the prompting process.

𝐱𝐵 𝐿𝐼 𝑃 _𝐴𝐷 =
𝑆
∑

𝑠=1
(𝛽 × 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶𝑠

𝐵 𝐿𝐼 𝑃 ) + 𝛾 × 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶𝑠
𝐵 𝐿𝐼 𝑃 _𝐷)

+𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶𝑠
𝐵 𝐿𝐼 𝑃 _𝐴𝐷)) +

𝑃
∑

𝑝=1
𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶

𝑝
𝑡𝑒𝑚𝑝)

(6)

5. Experiments

5.1. Datasets and evaluation metrics

The performance of TAMformer is evaluated on three datasets:
AAD (Rasouli et al., 2017), containing two subsets: JAAD with
𝑏𝑒ℎ
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Table 3
Architectural and performance Comparison of different SOTA models in the standard anticipation range [2−1] s. We compare three architectural aspects: (1) Visual Backbone, the
backbone model used in extracting context features from images; (2) Blocks, the time sequence processing framework; (3) Fusion, the merging technique of the multi-modalities,
where L-ATT stands for Late ATTention, EC is Early Concatenation, and LC is Late Concatenation. For a fair comparison of TAMformer with previous works, we overlook the
language modality in this table, where JAAD uses BBOX, pose, and VGG16 features; PIE adds in the velocity features; and LOKI employs only the BBOX and the VGG16 features

Visual backbone Blocks Fusion 𝑡𝑎 𝑆𝑡𝑒𝑚𝑝 LOKI PIE JAAD𝑎𝑙 𝑙 JAAD𝑏𝑒ℎ

AUC F1 AUC F1 AUC F1 AUC F1

PCPA (Kotseruba et al., 2021) C3D GRU L-ATT [2−1] s No sampling 0.51 0.54 0.86 0.77 0.79 0.57 0.50 0.67

RU-LSTM (Furnari and Farinella, 2021) VGG16 LSTM L-ATT [4−0.1] s Manual 0.56 0.55 0.84 0.77 0.78 0.62 0.62 0.78
G-RULSTM (Osman et al., 2022) – – – – 0.80 0.63 0.65 0.80

TAMformer (ours) VGG16 TF EC+LC [4−0.1] s Adaptive 0.59 0.58 0.86 0.79 0.83 0.68 0.69 0.8
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Fig. 5. Percentage of different actions in LOKI dataset.

only behaviorally annotated subjects (495 crossing samples and 191
not crossing samples), and JAAD𝑎𝑙 𝑙 with an additional 2100 not cross-
ing samples. Then, we have PIE (Kotseruba et al., 2020), a larger
ataset containing 1842 behaviorally annotated pedestrians (519 cross-
ng pedestrians and 1323 not crossing pedestrians), in addition to more

annotations of the ego-vehicle, i.e., speed.
Additionally, we evaluate TAMformer on a more recent large-scale

rban dataset LOKI (Girase et al., 2021). The dataset provides a larger-
scale behavioral and demographical pedestrian annotation compared
to older datasets. It comprises 9226 pedestrians, annotated, at 5 FPS,
with age, gender, 2D bounding boxes, 3D bounding boxes, and intended
action in the next 0.8 s (4 frames). The action labels for pedestrians
consist of 5 actions: Moving, Stopping, Waiting to cross, Crossing, and
Other , where Fig. 5 illustrates the percentage of the different actions
throughout the whole dataset, as well as for the test set.

Due to the considerable imbalance in the dataset, we rely on the
AUC and F1-score metrics for evaluation. Following Rasouli et al.
(2017) and Rasouli et al. (2019), we split the dataset into 60% training
and 40% testing.

5.2. Implementation details

The training procedure includes two phases (500 epochs each):
 pre-training phase on action anticipation and a tuning phase with
uxiliary loss. We used the SGD optimizer with learning rates 𝑙𝑟 =
10−5, 10−2, 10−3, 10−3} for PIE, JAAD𝑎𝑙 𝑙, JAAD𝑏𝑒ℎ, and LOKI, respec-
ively. Each transformer block has 𝑁ℎ = 6 heads, 𝑓 𝑓𝑑 𝑖𝑚 = 1024, and
he MLP producing the learned masks consists of 𝑁𝑙 = 3 layers with
izes {128, 64, 32}. The earliest anticipation time is set to 4.0 s, and
he warm-up window is 0.5 s for JAAD and PIE, while it is 1.0 s for
OKI. The time step 𝛼 is set to {0.1, 0.2, 0.2} for JAAD, PIE, and LOKI,

espectively. w

7

For multi-spatial-scale captioning, local scales are given by
[1.5×, 5.0×] with step 0.5×, in addition to the global scale, where the
overall number of scales used is 𝑆 = 9. Furthermore, for manual text
prompting, we set the number of prompts 𝑃 to 4 prompted captions,
while it is set to 10 for ChatGPT prompting.

We consider the following modalities in TAMformer: The bounding
box trajectory (BBOX), the cropped images with a ratio 1.5× of the
ounding box (local context), the pose features extracted with Open-

Pose, the velocity of the vehicle, and the generated textual descriptions.
For both JAAD and PIE, we rely on BBOX, local context, and pose
modalities, and we add the velocity for PIE. Meanwhile, we rely on
BBOK, local context, and language modalities for LOKI.

5.3. TAMformer evaluation results

We compare our model with PCPA (Kotseruba et al., 2021), which
represents the SOTA work in intent prediction and an adapted PCPA
ersion that can produce earlier anticipations. Although we are not

applying the overlapping protocol in Kotseruba et al. (2021), we align
with it on the used samples and anticipation range during evalua-
ion to allow for a fair comparison. Additionally, we compare with
ULSTM (Furnari and Farinella, 2021), and G-RULSTM (Osman et al.,

2022). Following Kotseruba et al. (2021), Table 3 reports the com-
arison in the anticipation range of [2−1] s and the main architecture
ifferences. We observe an F1-score out-performance gap that reaches
3% on LOKI, +2% on PIE, and +5% on JAAD𝑎𝑙 𝑙 when comparing our
AMformer to the best model in the table. Moreover, we reported a

comparison on different anticipation times from 4 s to 1 s in Table 4
and, depending on the dataset, we notice two trends: for LOKI and
PIE, TAMformer outperforms previous models in all anticipation times,
where it reaches +3% increase in F1-score at 1 s in LOKI, and achieves
+2% F1-score improvement at almost all anticipation times for PIE.

evertheless, on JAAD, our model suffers a degraded performance
t early anticipation ([4−3] s) while maintaining the improvements
n JAAD𝑎𝑙 𝑙 (maximum +9%) and on JAAD𝑏𝑒ℎ (maximum +2%). The
eduction in training samples in early anticipation (>50% on JAAD)
ould explain this degradation, as transformers need lots of training
amples.

To measure the effect of the integrated auxiliary loss in TAMformer,
Fig. 6 illustrates the F1-score performance of the model with and

ithout applying the 𝑟 loss throughout the anticipation phase. As
bserved across all datasets, anticipation performance degrades as the
nticipation time increases, with the best performance at 1 s and the
orst at 4 s. To address this, we introduce an auxiliary loss aimed at
inimizing the gap between the best anticipation time and earlier an-

icipations. The performance is generally enhanced for all four datasets,
specially at the earlier anticipation. This is reasonable; as we get closer
o the event, the performance typically gets higher, and the addition of
ur loss will not add much value. This effect is especially pronounced in
he JAAD dataset, both JAAD𝑎𝑙 𝑙 and JAAD𝑏𝑒ℎ, which are smaller and
mbalanced, making the model more reliant on the auxiliary loss for
etter performance. The model still benefits from the auxiliary loss for
arger datasets like PIE and LOKI. However, the effect is less dominant
ince these datasets are sufficiently large to allow effective training
ithout the auxiliary loss.
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Fig. 6. Effect of using the 𝑟 loss.
Table 4
Performance at different anticipation times [4−1] s, where † denotes that the reported results are our run of PCPA.

LOKI

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

PCPA† (Kotseruba et al., 2021) 0.50 0.53 0.50 0.53 0.50 0.55 0.50 0.56
RU-LSTM (Furnari and Farinella, 2021) 0.54 0.54 0.54 0.55 0.56 0.55 0.56 0.55

TAMformer (ours) 0.58 0.55 0.59 0.57 0.58 0.57 0.59 0.59

PIE

PCPA† (Kotseruba et al., 2021) 0.75 0.62 0.76 0.63 0.84 0.73 0.85 0.77
RU-LSTM (Furnari and Farinella, 2021) 0.76 0.63 0.79 0.68 0.82 0.74 0.85 0.79

TAMformer (ours) 0.77 0.65 0.81 0.7 0.84 0.76 0.88 0.8

JAAD𝑎𝑙 𝑙
PCPA† (Kotseruba et al., 2021) 0.75 0.50 0.76 0.53 0.75 0.52 0.79 0.55
RU-LSTM (Furnari and Farinella, 2021) 0.76 0.57 0.78 0.64 0.76 0.59 0.78 0.62

TAMformer (ours) 0.75 0.56 0.79 0.64 0.82 0.68 0.82 0.7

JAAD𝑏𝑒ℎ

PCPA† (Kotseruba et al., 2021) 0.51 0.62 0.46 0.54 0.45 0.61 0.52 0.63
RU-LSTM (Furnari and Farinella, 2021) 0.67 0.79 0.64 0.81 0.62 0.78 0.63 0.79

TAMformer (ours) 0.62 0.77 0.68 0.80 0.7 0.79 0.69 0.81
Table 5
The performance comparison of TAMformer, with and without language integration, employing various captioning techniques,
across different anticipation times {4.0, 3.0, 2.0, 1.0} s on LOKI dataset.

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

W/o Captioning 53.51 55.5 53.92 55.83 54.71 57.60 55.74 58.41

Predefined captions 56.18 54.99 58.09 55.51 58.37 57.78 60.40 58.32
Image captioner 56.34 57.65 57.96 58.18 61.28 57.97 63.98 60.39
Template captions 70.10 64.51 70.77 65.14 72.98 70.10 80.80 77.68

Manual prompting 77.30 71.05 80.86 75.95 84.64 80.92 89.67 87.40
ChatGPT prompting 77.07 70.11 80.94 76.24 85.35 81.34 89.95 87.43
Captioner prompting 77.77 72.16 80.95 75.98 85.24 81.34 90.16 87.92
5.4. Language modality evaluation

Given the larger scale of the LOKI dataset and its relatively low
anticipation performance, we focus on evaluating TAMformer on the
non-binary anticipation of multiple actions in LOKI when language is
incorporated into the model.

Table 5 provides a comparative analysis of TAMformer’s perfor-
ance using various captioning techniques. As the anticipation space

xpands to more actions, the anticipation becomes increasingly com-
licated, resulting in poor performance. Yet, the integration of any
orm of textual description into the model significantly improves an-
icipation performance. Notably, not all captioning approaches yield
qually impactful enhancements. The predefined captioning approach,

hich selects the nearest predefined caption to the image in CLIP f

8

feature space, shows only marginal improvement over the model with-
out textual input. This may be attributed to the possible limitation in
added value compared to using image features alone, in addition to
the restricted range of events and activities permitted in the predefined
captions limiting the capabilities of the provided textual descriptions.
In contrast, employing a pre-trained image captioner (BLIP-2) allows
for broader descriptions and interpretations, enriching the model with
more valuable representations and yielding much-improved anticipa-
tions. However, our template-based captioning proves quite advanta-
geous, offering more precise and accurate descriptions and achieving
notably higher performance.

Furthermore, textual prompting of all types shows impressive per-
ormance enhancement. Almost all prompting techniques are on par,
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Table 6
The effect of changing the spatial scale of the cropped image in the generated BLIP-2
aptions and the anticipation performance.

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

1.5× 55.62 55.74 56.53 56.7 56.47 58.36 58.81 57.84
3.0× 54.61 56.64 60.23 54.33 56.75 57.96 59.40 58.28
5.0× 55.54 56.73 56.61 57.41 59.29 56.82 59.80 57.80
Global 55.43 56.62 59.70 54.82 58.18 56.3 59.40 57.13

Fusion 56.34 57.65 57.96 58.18 61.28 57.97 63.98 60.39

yet the best performance is achieved by prompting the generated BLIP-
2 text using the predefined template captions, which takes advantage of
both the generality of the pre-trained image captioner and the precise
template-based captions. ChatGPT prompting allowed for increasing
he number of prompted textual descriptions, richer representations,

and high performance.

5.5. Ablation study on the language modality

We conduct a set of ablation experiments to assess the effect of the
different parameters in the captioning techniques utilized on the LOKI
dataset.

5.5.1. Spatial scaling
Table 6 reports the effect of changing the spatial scale of the cropped

image on the generated captions, leading to a shift in the anticipation
performance. Each spatial scale in the image allows the captioner to
capture a different perspective about the observed scene, as depicted in
Fig. 3. Therefore, combining different spatial scales widens the range of
he captured information, offering better and more robust performance.

5.5.2. Manual text prompting
We test the effect of using different words describing the age/gender

attributes on the anticipation performance, as shown in Table 7. In the
first Text Prompt (TP1), the word ‘‘person’’ is used in replacement of the
age/gender attributes, i.e., ‘‘a person is walking in the street ’’, leading
to degraded anticipation. Therefore, TP[2:6] show higher performance,
as they employ the age/gender description. To measure the effect of
changing the word synonyms on the information extracted from the
textual description and, hence, on the anticipation performance, we
create five test cases in TP[2:6]. In each test case, we alternate the
person𝑑 𝑒𝑠 using different words and synonyms from Table 2 to describe
he age and gender of the person. for example, TP2 uses ‘‘adult/child’’
or age and ‘‘male/female’’ for gender, while TP3 represents age/gender
ith ‘‘woman/man/girl/boy ’’, respectively. Therefore, the TP2 caption

o describe an adult female person walking is ‘‘An adult female is walk-
ng in the street ’’, while TP3 replaces ‘‘adult female’’ with ‘‘woman’’
o e ‘‘a woman is walking in the street ’’. Similarly, for TP[4:6], we

Table 2 to create the
lternate and combine different words from

9

employed captions. Notably, alternating the words used in the captions
affects the perception of the sentence in the language model, adding

ore/less information to the produced representation and influencing
he performance.

Fusing multiple prompted captions improves the extracted infor-
ation, compared to using a single caption, which leads to enhanced

performance, as shown in Table 7. Additionally, as more captions are
fused, the anticipation performance is better. Finally, adding TP𝑎𝑐 𝑡,
which prompts the ‘‘action_des’’, pushes the model to further perfor-
mance improvement.

Table 8 reports the results of applying different fusion schemes
on the prompted captions. As depicted, concatenating the language
descriptions in the text space and extracting the features of the concate-
nated texts, as in (7), shows poor performance. Furthermore, increasing
the number of concatenated captions decreases the performance even
more. This degraded performance of the 𝐶 𝑎𝑡𝑡𝑥𝑡 approach could be
attributed to the increased complexity of the integrated text, making
it harder for the CLIP model to provide a clear representation of the
given text. Therefore, a finer approach is to apply the fusion in the
feature space instead. Using the 𝐴𝑣𝑔𝑓 𝑒𝑎𝑡 function, defined in (8), reports
a better performance compared to the first approach, where the model
is able to benefit from the integrated information. The best performance
s achieved through the concatenation of features extracted from the
ntegrated captions, as in (5).

𝐶 𝑎𝑡𝑡𝑥𝑡(𝑃 ) = 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶 𝑎𝑡
[

𝐶1
𝑡𝑒𝑚𝑝,… , 𝐶𝑃

𝑡𝑒𝑚𝑝

]

) (7)

𝐴𝑣𝑔𝑓 𝑒𝑎𝑡(𝑃 ) =
∑𝑃

𝑝=1 𝐶 𝐿𝐼 𝑃𝑡𝑥𝑡(𝐶
𝑝
𝑡𝑒𝑚𝑝)

𝑃
(8)

5.5.3. ChatGPT prompting
Using ChatGPT for prompting introduces a broader range of prompts

to the captions. In Table 9, we study the impact of increasing the num-
ber of prompts generated by ChatGPT. Firstly, comparing our template-
based caption 𝐶𝑡𝑒𝑚𝑝 and a single randomly generated ChatGPT prompt
emonstrates a clear preference for 𝐶𝑡𝑒𝑚𝑝. ChatGPT tends to produce

complex and general synonyms, such as ‘‘strolling ’’ or ‘‘wandering ’’ for
the word ‘‘walking ’’, potentially blurring the straightforward meaning
f the caption and posing challenges for the feature extractor in

providing informative representations. However, with increasing the
umber of prompts generated by ChatGPT, more informative descrip-
ions are incorporated, resulting in improved performance. The peak
erformance is achieved with 10 generated prompts, beyond which the
nclusion of additional prompts introduces numerous complex words,
ontributing to a decline in performance.

5.5.4. Image captioner prompting
In this ablation study, we examine the impact of different levels

of refining the image captions generated by the pre-trained BLIP-2.
The first two rows in Table 10 establish a comparison baseline using
our template-based captioning approach. The first row represents the
Table 7
The effect of prompting the template-based captions with different synonyms representing the ‘‘person_des’’ and the ‘‘action_des’’. The Text
Prompts (TP[1:6]) prompts the ‘‘person_des’’, and TP𝑎𝑐 𝑡 includes ‘‘action_des’’ prompting as well. The fusion technique used is given by (5).

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

TP1 67.56 62.65 71.04 66.95 72.52 68.72 80.36 74.46

TP2 70.10 64.51 70.08 65.14 72.98 70.10 80.80 77.68
TP3 69.74 63.79 74.50 68.96 76.74 72.63 80.16 75.37
TP4 69.28 62.97 73.25 67.83 76.50 73.54 79.84 74.79
TP5 65.68 62.84 72.27 65.95 76.97 72.16 82.33 77.42
TP6 68.70 62.60 73.88 67.52 73.63 72.25 80.80 77.20

Fusion (TP2, TP3) 73.42 67.90 77.43 72.66 82.31 78.50 88.00 85.54
Fusion (TP[2:4]) 76.35 70.58 80.25 74.37 83.59 79.17 89.77 87.70

Fusion (TP[2:4], TP𝑎𝑐 𝑡) 77.30 71.05 80.86 75.95 84.64 80.92 89.67 87.40
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Table 8
Comparing different fusion approaches for the prompted captions. 𝐶 𝑎𝑡𝑡𝑥𝑡(𝑃 ), defined
n (7), denotes text concatenation, where the number of concatenated texts is 𝑃 .
𝑣𝑔𝑓 𝑒𝑎𝑡(𝑃 ), given by (8), averages the extracted features from the captions, and

𝐶 𝑎𝑡𝑓 𝑒𝑎𝑡(𝑃 ), defined in (5), concatenates the extracted features.

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

𝐶 𝑎𝑡𝑡𝑥𝑡(𝑃 = 2) 65.87 63.63 73.52 63.26 76.06 69.68 78.70 70.37
𝐶 𝑎𝑡𝑡𝑥𝑡(𝑃 = 3) 62.24 61.69 68.81 64.60 71.09 63.28 72.72 73.69

𝐴𝑣𝑔𝑓 𝑒𝑎𝑡(𝑃 = 2) 65.70 63.42 72.25 65.31 74.68 70.29 81.97 80.53

𝐶 𝑎𝑡𝑓 𝑒𝑎𝑡(𝑃 = 2) 73.42 67.90 77.43 72.66 82.31 78.50 88.00 85.54

Table 9
Ablation on ChatGPT prompting, where 𝑃 is the number of the prompted
aptions, 𝐺 𝑃 𝑇 denotes ChatGPT prompting, and 𝐶𝑡𝑒𝑚𝑝 is the template caption
n the form ‘‘A/An {adult/child} {male/female} is {moving/stopping/waiting to
ross/crossing/observed}’’.

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

𝐶𝑡𝑒𝑚𝑝 70.10 64.51 70.08 65.14 72.98 70.10 80.80 77.68

𝐺 𝑃 𝑇 (𝑃 = 1) 61.08 58.20 63.42 57.88 62.76 60.53 68.12 64.14
𝐺 𝑃 𝑇 (𝑃 = 4) 75.15 70.54 77.77 73.06 81.29 75.74 86.14 84.53
𝐺 𝑃 𝑇 (𝑃 = 10) 77.07 70.11 80.94 76.24 85.35 81.34 89.95 87.43
𝐺 𝑃 𝑇 (𝑃 = 20) 77.02 71.29 80.55 75.86 85.54 80.96 89.74 87.93

results of using a single template text, while the second row employs
anual text prompting. The performance is notably subpar when di-

ectly using the generated BLIP-2 captions without any refinement.
 marginal improvement is observed when cleaning up the captions,
s outlined in Section 4. The improvement, though limited, becomes

more pronounced with the incorporation of multiple spatial scales,
lthough it does not yet match the performance achieved with the
emplate-based captioning approach. This observation can be attributed
o the non-negligible noise present in the images, leading to captions
ith inherent noise. Consequently, refining the captions by incorpo-

ating accurate age, gender, and action attributes yields a remarkable
nhancement in performance.

Comparing the refined BLIP-2 captions with the templated textual
descriptions demonstrates the effectiveness of generated BLIP-2 cap-
tions in capturing additional information from the scene beyond the
‘‘person_des’’ and the ‘‘action_des’’ attributes used in our templates. The
integration of the manual prompting procedure with refined captions
proves to be the most effective approach, surpassing the performance
of all investigated captioning techniques in our work.

5.5.5. Per-action evaluation
As shown in Fig. 5, the most frequent action in the LOKI dataset is

‘‘Moving’’ , which accounts for more than half of the observed actions,
leading to significant data imbalance. To validate our model’s ability
to anticipate rare actions, we evaluate it with respect to the individual
 e
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action classes. As indicated in Table 11, our model achieves stable
performance across all anticipated actions. The highest performance is
observed for the ‘‘Waiting to Cross’’ and ‘‘Stopped’’ actions, as these
are the most recognizable and least likely to be confused with other
behaviors. The lowest performance is for the ‘‘Other’’ category, which
encompasses a variety of general activities, making it challenging to
detect or anticipate.

5.6. Computational analysis

The inclusion of a captioning process in our anticipation model
dds more complexity, affecting the computational and inference time.

Table 12 reports the execution time consumed by the different modules
of textual feature extraction tested during our experimental evaluation.
Relying on the commonly applied process of image feature extraction,
in our case using VGG16, as a reference point, the utilization of
CLIP to extract both image features and textual features reduces the
computational time by almost 58%. However, generating the textual
captions using the pre-trained BLIP2 model increases the time by a
considerable amount. This observation is reasonable with respect to
the relatively large size of such generative models. Therefore, from a
real-time application perspective, depending on either the pre-defined
captioning technique or the template-based captioning technique is
more feasible.

5.7. Qualitative examples

Fig. 7 presents a detailed case study on the generated BLIP-2 cap-
tions with their refinement process. In this example, we have a scenario
where the pedestrian in question was initially crossing the street but
was interrupted to pick something up and stopped. The template cap-
ions take advantage of the age/gender/action attributes at each frame,
ffering precise yet limited descriptions restricted to these attributes. In
ontrast, the generated BLIP-2 captions provide broader descriptions

but are vulnerable to generating errors or conveying misleading in-
ormation. For instance, in Fig. 7, due to the similarity between our

pedestrian’s body movements and those of someone engaged in skating,
the captioner erroneously describes a skating activity in the images.
Therefore, the incorporation of multi-scale information proves to be a
ecessity to capture a broader and more accurate understanding of the
cene. The wider contexts in larger spatial scales help the captioner
lign more accurately with urban scenarios activities.

Moreover, the generated captions have the potential to include
ore general yet valuable information, describing possible interactions
ithin the scene, such as ‘‘A group of people walking down the street ’’.

n the refinement process, new captions are generated and integrated
ith the original ones, as detailed in Section 4. These new captions

aim to leverage the existing context in the original descriptions but are
skewed more towards the accurate age/gender/action attribution. While
the new captions might inherit some noisy contexts from the originals,
they generally contribute to more accurate prompting in most cases, as

Table 10.
videnced by the enhanced performance outlined in
Table 10
Studying the performance of the image captioning throughout the different levels of prompting and refinement. TC is the template-based
captioning technique, and the IC reflects the usage of image captioner. For the image capioner, we define the refinement levels as: CU denotes
the cleanup process of the captions, MS represents the multi-spacial-scale fusion, and AR is the age/gender/action attributes refinement process,
as described in (6), but excluding the integration with the manually prompted captions 𝐶1∶𝑃

𝑡𝑒𝑚𝑝. Finally, MP denotes the application of the manual
prompts in either template-based captions or with the generated BLIP-2 captions.
Cap CU MS AR MP 4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

TC – – – ✗ 70.10 64.51 70.08 65.14 72.98 70.10 80.80 77.68
TC – – – ✓ 77.30 71.05 80.86 75.95 84.64 80.92 89.67 87.40

IC ✗ ✗ ✗ ✗ 55.62 55.74 56.53 56.7 56.47 58.36 58.81 57.84
IC ✓ ✗ ✗ ✗ 55.65 55.73 56.53 57.27 56.2 58.5 61.15 57.27
IC ✓ ✓ ✗ ✗ 56.34 57.65 57.96 58.18 61.28 57.97 63.98 60.39
IC ✓ ✓ ✓ ✗ 77.25 71.4 78.82 75.56 85.22 81.93 88.9 87.11
IC ✓ ✓ ✓ ✓ 77.77 72.16 80.95 75.98 85.24 81.34 90.16 87.92
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Fig. 7. A qualitative example of image captioning and the refinement process.
Table 11
Per-action evaluation.

4 s 3 s 2 s 1 s

AUC F1 AUC F1 AUC F1 AUC F1

Overall 77.77 72.16 80.95 75.98 85.24 81.34 90.16 87.92

Moving 71.21 78.16 78.30 81.60 81.40 85.31 90.41 91.66
Stopped 88.85 82.50 87.41 82.18 90.09 85.82 92.32 89.39
Waiting to Cross 86.96 80.48 88.45 84.11 92.67 89.31 96.00 94.12
Crossing 76.23 59.71 82.06 67.17 86.81 72.51 92.25 82.65
Other 66.12 43.04 68.68 48.56 74.38 57.14 79.22 66.80

Table 12
Execution time analysis of the different techniques utilized to extract features.

VGG16 CLIP𝑖𝑚𝑔 CLIP𝑡𝑒𝑥𝑡 BLIP2 BLIP2
(Single Image) (Multi-Scale)

Execution time (s) 0.031 0.013 0.007 0.16 0.69

6. Conclusion

In this work, we propose the integration of a language modality
nto pedestrian action anticipation. We study multiple textual gen-

eration approaches and tools, proving the effectiveness of coupling
ision-language features to enrich the understanding of visual scenes
nd enhance anticipation performance. Additionally, we extended the

binary crossing or not crossing pedestrian anticipation task into an-
icipating multiple actions, evaluating our task on a novel large-scale
rban scenes dataset (LOKI). Our evaluation and ablation experiments

demonstrate the out-performance of our language-aided anticipation
pproach, with an improvement over that reaches 29.5% F1-score at
-s anticipation and 16.66% at 4-s anticipation.

Generating a textual description for an image is a fast-advancing
field where more informative and accurate captions could be generated.
For example, answering vision questions could guide the image cap-
tioners in furnishing tailored captions in response to posed questions,
opening new dimensions for anticipatory understanding and leading
to improved performance. Therefore, our future work will focus on
utilizing such frameworks, aiming to provide more precise captions and
better anticipations.
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