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Summary 

Mass flows are gravitational natural hazards typical of mountain areas causing economic losses and 

fatalities every year. Numerical models are a way to predict the propagation of potential mass flow events 

over a certain topography. To appropriately predict the consequences of future events, models require 

different inputs. Among them, the released volume, the triggering conditions and processes of interaction 

with the topography consistently affect the outcomes of mass flow models. Therefore, the main objective 

of the thesis is to improve: i) the phase of preparatory quantification of the input mass volume; ii) the 

following implementation of processes of interaction with the basal topography in order to increase the 

prediction of their dynamics through models; and, consequently, iii) the quality of hazard and risk mapping. 

In this context, the research focuses on two types of mass flows: debris flows and snow avalanches. 

Regarding debris flows, the study aims to improve the reliability of models to capture the increase in flow 

volume through channel bed erosion and mitigation structure collapse. For snow avalanches, the study aims 

to improve the identification of possible avalanche release areas taking into account the role of different 

types of vegetation structures. The thesis structure is a collection of articles of which three already published 

and one is currently under review. 

The first paper improves the representation of debris flow erosion processes in computational models thanks 

to data of a severe event occurred in the rio Gere catchment (Veneto, IT). Exploiting the functionalities of 

a recent mass flow model, a function based on a smoothed terrain slope map is calibrated to derive the 

erosion coefficient. The erosion coefficient is then used to reproduce the observed erosion process occurred 

in the channel. Results can improve the reliability of future scenarios related to debris flows for which bed 

erosion plays an important role in the dynamic of the flow. The second study defines a procedure to simulate 

the effect of check dam collapse in a debris flow event. The methodology is proposed and successfully 

evaluated in the rio Rotian channel (Trentino, IT) where an extreme rainfall event triggered a debris flow 

causing the collapse of a series of 15 check dams. The developed methodology can be straight applied to 

map the residual risk of mountain channels or where the lack of maintenance may decrease torrent 

countermeasure stability and the probability of collapse may increase. The third paper involves the study 

of terrain roughness. We test seven algorithms computing terrain roughness in two study areas (Franza, IT 

and Braema, CH) with the aim to identify which roughness algorithm can represent in the most appropriate 

way the features on the ground (rocks, forests, etc.) interacting with natural hazards, especially focusing on 

vegetation structures commonly not considered (e.g., sparse and disturbed forests). Outcomes show that the 

best algorithm results the vector ruggedness and that the increase in data resolution does not improve the 

classification performance. Results can improve the reliability of mass flow propagation models over 

natural areas providing a better identification of potential release areas of snow avalanches. The fourth 

project analyses the protection capacity of forests affected by windstorms. Thanks to multi-temporal 

observations, we develop and test two new algorithms to assess the characteristics of abated trees. Results 

assess the time of minimum level of forest protection against snow avalanches and the successive recovery 
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time. The developed algorithms could be applied at regional scale (on regions covered by remote sensed 

data) to provide immediate information of the protection capacity of wind disturbed forests for a 

management purpose and consequently monitor their changes over time. 

The results of the research projects enhance the reliability of mass flow models through the improvement 

in (i) the estimation of the released volume, (ii) the implementation in models of mechanisms of mass 

release and (iii) mass flow interaction with the basal topography. In particular, the projects investigated 

entrainment processes, effect of mitigation structure failures and the identification of potential triggering 

areas. Outcomes of the four papers fill the respective gaps of knowledge, improving our capability to 

manage better several uncertainties in mass flow numerical modelling. Furthermore, the projects have 

strong methodological outcomes and new methods to improve the volume estimation of mass flows are 

developed and tested. Such methods are further applicable outside of the study areas, supporting different 

stakeholders in the management of natural hazards of mountain areas. 
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Sommario 

I flussi di massa sono pericoli naturali di tipo gravitativo caratteristici delle zone montane che causano ogni 

anno perdite economiche e vittime. I modelli numerici sono strumenti utili per prevedere la propagazione 

di potenziali eventi di flussi di massa su una determinata topografia. Per riprodurre realisticamente possibili 

eventi futuri, i modelli richiedono diversi input. Gli input e i processi che sostanzialmente influenzano i 

risultati dei modelli sono rappresentati dalla quantificazione del volume, dalle condizioni di innesco e dalle 

interazioni topografia – flusso di massa. Pertanto, l'obiettivo principale della tesi è quello di migliorare la 

quantificazione del volume coinvolto in un evento di flusso di massa e di aumentare la rappresentazione 

dell’interazione tra il flusso e la topografia al fine di aumentarne l’accuratezza della loro dinamica attraverso 

i modelli numerici. In questo contesto, sono stati studiati due tipi di flussi di massa: debris flow e valanghe 

di neve. Per quanto riguarda i debris flow, la tesi vuole migliorare l'affidabilità dei modelli analizzando 

l'aumento del volume del flusso attraverso l'erosione del letto del canale e il collasso di strutture di 

mitigazione. Per le valanghe di neve, lo studio ha come obbiettivo quello di migliorare l'identificazione 

delle possibili aree di distacco prendendo in considerazione il ruolo di diversi tipi vegetazionali. La tesi è 

stata strutturata come una raccolta di articoli dei quali tre sono stati pubblicati e uno è attualmente in fase 

di revisione. 

Il primo articolo ha migliorato la rappresentazione dei fenomeni erosivi nei modelli numerici grazie ai dati 

di un intenso evento di debris flow avvenuto nel bacino del rio Gere (Veneto, IT). Sfruttando le funzionalità 

di un recente modello di flusso di massa, è stata calibrata una funzione basata sui valori di pendenza 

topografica per ricavare il coefficiente di erosione. Il coefficiente di erosione è stato poi utilizzato per 

riprodurre l’erosione osservata nel canale. I risultati sono utili per migliorare l'accuratezza di futuri scenari 

da debris flow per i quali l'erosione del fondo rappresenta un processo importante nella dinamica del flusso. 

Il secondo studio ha definito una procedura per simulare l'effetto del collasso delle briglie di 

consolidamento in un evento di debris flow. La metodologia è stata sviluppata e testata con successo nel 

rio Rotian (Trentino, IT), dove un evento di pioggia estrema ha innescato un debris flow che ha provocato 

il collasso di una serie di 15 briglie. La metodologia sviluppata può essere direttamente applicata per 

mappare il rischio residuo dei canali da debris flow in cui siano presenti opere o dove la mancanza di 

manutenzione delle misure di mitigazione può diminuire la loro stabilità e quindi aumentare la probabilità 

di collasso. Il terzo progetto riguarda lo studio della rugosità del terreno. Sette algoritmi di calcolo della 

rugosità sono stati testati in due aree studio (Franza, IT e Braema, CH) al fine di identificare quale algoritmo 

possa rappresentare nel modo più appropriato le tipologie del terreno (rocce, foreste, ecc.) che interagiscono 

con i fenomeni di massa, concentrandosi soprattutto su tipologie vegetative solitamente non considerate 

(foreste poco dense/giovani o che hanno subito dei disturbi). I risultati hanno mostrato che il miglior 

algoritmo è risultato il vector ruggedness e che l’utilizzo di una risoluzione maggiore non ha migliorato le 

performance. I risultati, aumentando l’accuratezza della perimetrazione delle potenziali aree di distacco di 

valanghe, possono migliorare l'affidabilità dei modelli di propagazione del flusso di massa su aree naturali. 
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Il quarto progetto ha analizzato la capacità di protezione delle foreste colpite da tempeste di vento. Grazie 

a osservazioni multi-temporali abbiamo sviluppato e testato due nuovi algoritmi per valutare le 

caratteristiche degli alberi abbattuti. I risultati hanno evidenziato che il momento di protezione minimo 

delle foreste contro le valanghe di neve è dopo 10 anni l'evento di tempesta. Inoltre, gli algoritmi sviluppati 

nello studio possono essere applicati direttamente su scala regionale (purchè coperti da dati di 

telerilevamento) per migliorare la gestione e il monitoraggio delle aree forestali interessate da danni da 

vento. 

I risultati dei progetti di ricerca possono aumentare l'affidabilità dei modelli di flusso di massa grazie ai 

miglioramenti nella stima del volume di input, l’implementazione di nuovi meccanismi di rilascio del 

volume e interazioni tra flusso e topografia. I diversi studi hanno analizzato i processi di erosione, l'effetto 

del collasso di briglie e l'identificazione di potenziali aree di innesco. I risultati dei quattro progetti hanno 

risposto ai corrispondenti obbiettivi, migliorando la comprensione dei flussi di massa e quindi la previsione 

di eventi futuri. Inoltre, i progetti forniscono importanti risultati metodologici e nuovi metodi sono stati 

sviluppati e testati al fine di migliorare la stima del volume dei flussi di massa. Tali metodi sono inoltre 

applicabili al di fuori delle aree di studio prese in esame, dando supporto a diversi stakeholder nella gestione 

dei rischi naturali in aree montane. 
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1 General introduction 

1.1 Research background and justification 

Natural hazards cause every year victims and economic losses (Gall et al., 2011; Raschky, 2008) 

worldwide. This trend is increasing in the last decades due to climate change (IPCC, 2021) and the increase 

in the world population living in exposed areas (Fuchs et al., 2017). Consequently, the number and the 

extension of risk prone areas subjected to natural hazards will increase in the next decades (Huppert and 

Sparks, 2006). Mass flows are a type of natural hazards and they can be defined as movements of a material 

or a mix of them moving down through a certain topography driven by the gravity (Mergili et al., 2017). 

These events involve snow, rock, or ice avalanches, landslides and debris flows. In the last decades, 

different models were implemented to reproduce and then to study the formation, dynamic, properties and 

peculiarities of such devastating phenomena (Pudasaini and Hutter, 2007). Models are fundamental tools 

to predict probable impact areas, impact forces, travel times and runout distances. Basing on the model 

results, civil authorities can set up specific evacuation plans and project infrastructures to mitigate the 

effects of these events (Barbolini et al., 2000; Jamieson and Stethem, 2002; Soares-Frazão et al., 2008). For 

these reasons, mass flow models are extremely useful tools to identify and predict the consequence of mass 

movements.  

In this research work the focus is on debris flows and snow avalanches because they are the most frequent 

types of mass flow affecting the Alp region. Debris flows are multiphase gravity – driven flows consisting 

of randomly dispersed interacting phase (O’Brien et al., 1993). They are a mixture of sediment and water, 

moving downstream driven by the gravitational force and they reach an extremely high mobility thanks to 

the presence of internal gap filled by water (Takahashi, 2007). The resulting density is higher than the 

density of the water and consequently its impact force increases noticeable. Debris flow dynamic depends 

mainly on the slope and the shape of the torrent bed, the flow rheology and the solid volumetric 

concentration (Csv). Csv is defined as the ratio between the sediment volume and the total volume. For debris 

flow the Csv is in the range of 0.25 – 0.7 (Hungr et al., 2014); for values lower than 0.25 they are defined 

as bed load sediment transport, while if the ratio is higher than 0.7 are classified like landslides (Church 

and Jakob, 2020). Typically, debris flows have a characteristic shape: the higher quantity of the sediment 

with big boulders is present in the front, followed by the body composed by water and sediment more or 

less in the same quantity and the tail with a lower Csv value (Pierson, 1986). 

Snow avalanches are snow masses that rapidly descend steep slopes (Schweizer et al., 2003). They can 

contain or entrain along the path rock, soil, vegetation, or ice. There are mainly two types of snow 

avalanches: loose snow and slab avalanches (Quervain de, 1966). Loose snow avalanches are characterized 

by a relatively cohesionless surface layer of dry snow moving downward. In case of powdery snow, initial 

failure occurs within a small volume, but as soon this starts moving it suddenly entrains snow material 

producing a triangular shape on the slope with the apex in the starting point. These types of avalanches can 
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be very destructive and may also trigger big slab avalanches (Perla et al., 1980). The mean thickness of the 

disconnected layer is not very high (around 0.5-1.0 m). The second category includes the release of a 

cohesive slab over an extended plane of weakness. Areas of shear fracture along the plane of weakness may 

range between 102 to 104 m2; thickness of the slab layer can easily be larger than 1 m (Perla et al., 1980). 

Once in motion the slab may entrain additional mass  increasing the magnitude of the flow (Sovilla et al., 

2007). However, the original extent of the disconnected layer makes slab avalanches more dangerous and 

characterized by a higher impact force than loose avalanches. The contributing factors to the release of 

snow masses are essentially five: terrain, precipitation (especially new snow), wind, temperature (including 

radiation effects) and snowpack stratigraphy (Schweizer, 2003). 

For their composition and dynamic debris flows and snow avalanches are extremely dangerous mass 

movements. A way to predict their movements is the use of computational models. Models can be divided 

in two main categories, empirical and physically based models. The firsts are models based on an extensive 

observation and collection of parameters on documented events trying to find correlation between these 

variables. This approach does not aim to understand the physics of these phenomena but it just develops 

statistical relations in order to calculate parameters to assess the potential impact areas of these events. 

Physical models, instead, aim to predict the motion of mass flow moving over a certain topography. They 

use a set of equations to describe the flow for each time-step and computational element of the grid. 

Depending on the adopted set of equations, physical models want to reproduce the dynamic of the mass 

from a physical point of view with the most rigorous approach.   

Different physical based models have been developed to reproduce the propagation of mass flows from a 

defined starting point through a digital elevation model representing the original topography. The reliability 

of the models is constantly increasing thanks to data collection of observed mass flow events and the 

increase in computer performance. Thanks to new data (laboratory experiments and field observations), the 

mechanics (or dynamics) of mass flows can be better understood, represented and then incorporated in 

physical models, while the increase of computer performances allows the implementation of a larger system 

of equations and a higher spatial computational resolution. Moreover, observed data are extremely useful 

to test models and to assess their performance in reproducing a particular mass flow event. Different sources 

of uncertainty are still present in models and their reduction is of high interest for civil authorities in order 

to increase the delineation of possible impact areas and/or to specifically design mitigation structures and/or 

warning systems.  

The input volume represents one of the main sources of uncertainty. Mass flow models require as input a 

release mass that in the case of snow avalanches is represented by a map of the release heights while for 

debris flows by an input hydrograph. The evaluation of the volume propagating along a given topography 

is not straightforward since it can be extremely variable due to local conditions especially in case of high 

return period (100 – 300 years) event under prediction. In other cases, the estimation of the mass could 

result difficult due to changing and infrequent particular local conditions (i.e. land cover changes). 
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Furthermore, additional processes related to the propagation of the flow can significantly increase-decrease 

the volume of mass flows, successively influencing their dynamic. Such processes are mainly, bed erosion, 

bank collapse, structure failures, interaction with vegetation and mitigation structures. The volume involved 

in a mass flow event is a key parameter for the propagation of a certain type of mass flow. The volume can 

ideally represent the potential energy involved in snow avalanches and debris flows. Normally, greater is 

the initial/released volume higher is the impact of the event on the valley areas. In such sense, an accurate 

quantification of the input volume and the implementation of reliable release and entrainment/deposition 

processes are highly relevant factors to improve the quality of model results.  

 

1.2 State of knowledge 

The study focuses on the dynamic and the prediction of rapid mass flows through simulation models. Rapid 

mass flows are characterized by rapid movements with mean velocities in the range of from 1 to 102 m s-1 

in which the mass is made up of solid grains and intergranular fluid (Iverson and Vallance, 2001). Mass 

flows consist of an element or a mix of them as rock, ice, stone, granular material and water moving over 

a certain topography driven by gravity. For their composition and for the speeds that they can reach, they 

are responsible for several damages and fatalities worldwide (Badoux et al., 2016). These events are 

commonly known as rock, ice or snow avalanches, debris flows, debris floods, mud flows and rapid earth 

flows.  

Regarding debris flows, the path is characterized by an initiation, transport, and deposition zone. Regarding 

the generation of such phenomena mainly two processes can be identified. Debris flow can be triggered by 

landslides (especially in poorly-sorted soils where the fraction of silt and clay is lower than 30-40%) (Ellen 

et al., 1982)  or in channel beds due to high surface water flow that mobilize the loose debris and entrains 

it, progressively increasing the solid concentration (Griffiths et al., 1997). The latter process depends on 

the channel slope, the availability of loose material and of a threshold of water discharge able to produce a 

certain value of shear force (Berti and Simoni, 2005; Takahashi, 2000). Once the flow is in motion, debris 

flows show a typical shape. In the front part, there are the biggest boulders and the flow height presents  its 

maximum value as well as for the solid volumetric concentration. After the front passage, the flow depth 

gradually decreases and the solid volumetric concentration too. Also in the propagation phase, debris flows 

can entrain additional sediment volume material from the channel bed and banks as observed in several 

studies (Berger et al., 2011). Depending on local geological (sediment composition, depth of bed rock) and 

topographical (slope, channel width) conditions, entrainment could be very intense causing a great increase 

in mass volume and consequently in impact forces. For the Alp region extreme observed erosion rates for 

channel length are in the range of  50-100 m3 m-1 while extreme values of 300 m3 m-1 are recorded worldwide 

(Rickenmann et al., 2003). The simulation of bed erosion has been incorporated in some mass flows routing 

models through empirical laws and process-based models. The firsts consist of relations easy to use for 

practical purposes and they are based on an erosion rate (Chen et al., 2006; Egashira and Ashida, 1987). 
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Differently, process based models aim to represent the processes involving bed destabilization, erosion and 

entrainment through a set of equations (Crosta et al., 2015; Pudasaini and Fischer, 2016). Despite the 

proposed models, the simulation of debris flow erosion is still a challenging objective because of the 

presence of several factors influencing the dynamic of erosion and entrainment (Pudasaini and Fischer, 

2020). A new promising physical based model has been proposed by Pudasaini and Krautblatter (2021) 

with the aim to physically represent the erosion and deposition of multiphase mass flows. Even if the 

importance of erosion and entrainment processes are widely recognised, an accurate implementation and 

calibration of erosion flow parameters to improve their representation in simulation models is still an open 

research question, biased furtherly by the fact that the bed/terrain strength of the layer under erosion can be 

highly variable both in depth, and crosswise and longitudinally respect to the flow direction.     

A way to contrast bed destabilisation and consequently reduce debris flow erosion and entrainment is the 

building of mitigation structures. Consolidation check dams are the most common type of mitigation 

structure used in mountain channels (Piton and Recking, 2014). They are transversal structures usually 

constructed in series with the aim to reduce the slope of the channel, stabilize the bed and banks, reduce the 

sediment transport and the flow speed and decrease the pulsing behaviour (Zeng et al., 2009). Regarding 

the alpine region most of the check dams have been built in the past (mainly between 1800-1900) and 

nowadays are facing problems of deterioration and functional deficiencies and some of them required 

forthcoming maintenance operations. In this context, the high number of check dams and their remote 

access indicate a probable future increase of the propensity to collapse (partially or totally), particularly in 

case of high magnitude debris flow/flood events. These events are rare but they may occur as observed in 

some cases (Benito et al., 1998; Cucchiaro et al., 2019). The effect of check dam failure is the release of 

the retained volume and the possible overall destabilization of the channel bed behind the structure. The 

available material can be easily entrainable by the flow, increasing its flow volume and its momentum. The 

effects are the increase of the peak discharge and the extent of impact areas. Therefore, the prediction of 

such catastrophic events is necessary to update the hazard map in those basins where check dams are 

becoming less stable or to provide indications of residual hazard. Actually, just a few studies reproduced 

the effect of check dam collapse with numerical models, but none of them adequately represented the effect 

of the release mass retained by the structure and the successive erosion and entrainment processes. 

Regarding snow avalanches the impact area can be divided in three reaches similarly to the debris flows. 

The triggering area is where the avalanche starts due to particular snow cover conditions, the transport one 

is where the flow transfer the initial mass to a depositional zone. Along the transport area, depending on 

the type of snow avalanches, the flow may increase in volume through entrainment (Sovilla et al., 2006). 

Differently from debris flow the erodible layer is represented by the height of the snow cover, therefore the 

entrained volume respect the initial sliding volume is less influent to the flow runout. In such sense more 

efforts should be placed on the identification of the possible release area (PRA) and the evaluation of the 

slab height. The identification of PRA on open slopes where vegetation is absence was widely studied and 

different semi-automatic algorithms have been implemented (Bühler et al., 2013; Veitinger et al., 2016). 
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Most of them consider the forest as a binary layer where the user can only indicate the presence or absence 

of forest. However, vegetation interact with the snow cover in different ways in accordance with biomass 

characteristics and it can effectively stabilize the snow preventing the release of snow avalanches (Bebi et 

al., 2021). Some studies are now trying to efficiently assess the role of the different types of vegetation and 

especially the shrub, sparse, young and disturbed forest (Brožová et al., 2020; Schönenberger et al., 2005). 

The quantification of the vegetation effects is important in a climate change context, since in the alpine 

region forests are expected to increase in altitude and established in new areas. At the same time also 

disturbances as wildfires, storms and insect outbreaks are increasing (Schlögel et al., 2020). Therefore, 

there is the need for the hazard mapping to adequately assess areas where vegetation is present but not 

represented by dense forest (crown cover density > 80%) for an accurate delineation of PRA and an 

assessment of the potential slab depth. A better assessment of the potential volume of snow avalanches 

starting in vegetated areas employs a better estimation of their dynamic through numerical models. 

Furthermore an accurate evaluation of the vegetation cover is also crucial for simulations of snow 

avalanches impacting vegetated area (Teich et al., 2014). In particular, sparse and dense forests can 

noticeably reduce the runout distance and the maximum impact pressure of small and medium snow 

avalanches.   

 

1.3 Objectives of the study 

Different models resulted suitable to reproduce the propagation of mass flows. Input volume together with 

mass flow – topography interaction are factors and processes affecting the reliability of mass flow 

simulations and consequently the delineation of possible impact areas. Simulated volume and the flow – 

topography interaction are considered the most important factors influencing mass flow model outcomes, 

consequently affecting the predicted flow velocity, impact force, and runout distance. Therefore, a correct 

estimation of flow volume and related processes leads to a better estimation of simulated flows.  Some gaps 

of knowledge exist and the study aims to fill some of them. The investigation focuses on two types of mass 

flows: debris flows and snow avalanches. Regarding debris flows, the study has the objective to improve 

the reliability of mass flow models to capture the increase in flow volume through channel bed erosion and 

mitigation structure collapse. As to snow avalanches, the study wants to improve the identification of 

possible avalanche release areas taking into account the role of different types of vegetation structure. Since 

different variables affect the assessment of these processes, a further objective is to propose new methods 

that are applicable also outside the study areas in order to be effectively used by a wide range of stakeholders 

and public authorities, which are involved in the   management cycle of the natural hazards.  
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1.4 Structure of the thesis 

The thesis is a collection of four scientific articles, resulting from the three years of the doctoral period. 

Three articles have been already published on high impact peer-review scientific journals (chapters 2, 3 and 

4), while the fourth is currently under review (chapter 5).  

The first paper reports a well documented high magnitude debris flow event occurred in the rio Gere 

catchment (near Cortina d’Ampezzo, IT). Thanks to pre- and post-event data a function linking terrain slope 

and erosion parameter has been calibrated and it can be used to improve debris flow simulation on erodible 

channels. The manuscript entitled Advances in the simulation of debris flow erosion: The case study of the 

Rio Gere (Italy) event of the 4th August 2017 was published in Geomorphology in 2021. 

The second paper defined a procedure to simulate the effect of check dam collapse in a debris flow event. 

The developed methodology was assessed in a debris flow channel where an extreme event caused the 

collapse of a series of check dams. The methodology can be straight applied to map the residual risk in 

mountain channels or where the lack of maintenance may decrease torrent countermeasure stability. The 

manuscript is entitled Simulating the effect of check dam collapse in a debris-flow channel and it was 

published in Science of the Total Environment in 2021. 

The third paper focuses on terrain roughness. We tested seven different algorithms to compute terrain 

roughness in order to identify which one is capable to represent in the most appropriate way the features on 

the ground (rocks, forests, etc.) that interact with natural hazards. The outcomes can improve the reliability 

of mass flow propagation models over natural areas and the assessment of the input volumes. The 

manuscript entitled Multiscale analysis of surface roughness for the improvement of natural hazard 

modelling was published in Natural Hazards and Earth System Sciences in 2021. 

The fourth paper analyses the protection capacity of forests hit by windstorms. With multi-temporal 

observations we developed and tested two new algorithms to assess the protection capacity of abated trees. 

Results assessed the time of minimum level of forest protection against snow avalanches since the storm 

event and the possibility to apply the proposed methodology at regional scale for management and 

monitoring purposes. The manuscript entitled Assessment indices for snow avalanche protection of wind-

disturbed forests is currently under review in the journal Ecological Engineering. 
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2.1 Abstract 

Debris flows are natural hazards causing fatalities and damages to infrastructures every year. One of the 

current challenges is to improve the predictability of such events using simulation tools. In this direction, 

the paper aims to model debris-flow generation starting from the water component and then simulating the 

motion of the bulked solid-fluid mixture mass flow. The debris component is progressively increased 

through entrainment of the channel bed material. The simulation has been performed exploiting the tool 

r.avaflow, which implements a physically-based model (Pudasaini and Mergili, 2019) for the flow 

propagation and an empirical multi-phase model for the entrainment processes. 

The investigated study case occurred in the Northeastern Alps of Italy, near the town of Cortina d’Ampezzo 

(Veneto Region), during the summer of 2017. The debris flow was triggered by a heavy rainstorm that 

caused extreme surface runoff, leading to entrainment of sediment from the channel bed. The debris flow 

obstructed the bridge of a regional road and consequently flooded the adjacent areas. 

Different types of debris flow simulations are performed, testing four specific functions to compute the 

entrainment rate. The simulated results are then compared against field observations. The analysis considers 

the differences in volume and depth of entrainment and in the output hydrograph.  

We conclude that entrainment is correlated with the terrain slope, particularly if it is calculated on a 

smoothed digital elevation model, which dilutes a less significant local steepness. We calibrate a spatially 

distributed slope-dependent erosion coefficient that successfully reproduced the observed entrainment 

volumes. The outcomes highlight the great importance of simulating debris flow entrainment processes 

adopting a multiphase model, which resulted particularly suitable for an accurate reproduction of the 

investigated event. The results, corroborated by further verifications, can improve the reliability of 

challenging predictive simulations on debris flow erosion. 

Keywords: Debris flows; Entrainment; Propagation modelling; Multi-phase flow 
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2.2 Introduction 

Debris flows are gravity-driven mass movements composed of a mixture of water and sediment particles 

of various sizes (from clay to boulders), moving down through a defined topography (Coussot and Meunier, 

1996; Hutter et al., 1994; Jakob et al., 2005; Pudasaini et al., 2005). The motion of such phenomena is 

influenced by both solid and fluid forces, distinguishing debris flows from related geomorphological 

processes such as rock avalanches and sediment transport through water floods (Hungr et al., 2014; Iverson, 

1997). Debris flows are often characterized by high flow velocities, high impact forces and long runout 

distances, and represent one of the most hazardous landslide types (Hutter et al., 1996; Jakob et al., 2005; 

Takahashi and Das, 2014). To predict the necessary parameters for hazard and risk mapping, different 

simulation tools have been developed in recent years. Most of them are based on single-phase models, in 

which the solid and fluid phases are considered as a mixture  (Bartelt et al., 1999; Grigorian et al., 1967; 

Iverson, 2012; Sampl and Zwinger, 2004; Savage and Hutter, 1989; Voellmy, 1955), while only a few 

consider the two components separately (Armanini et al., 2009; Gregoretti et al., 2018; Pitman and Long, 

2005; Pudasaini, 2012). Some of these numerical models are implemented in simulation tools and used to 

map and define hazard areas. Examples of such tools are DAN (Hungr, 1995), FLO-2D (O’Brien et al., 

1993), LAHARZ (Iverson et al., 1998), TITAN 2D (Pitman and Long, 2005), SAMOS-AT (Sampl and 

Zwinger, 2004), RAMMS (Christen et al., 2010), or TRENT–2D (Armanini et al., 2009; Rosatti and 

Begnudelli, 2013). These simulation tools can mainly reproduce the propagation through a defined 

topography of a mass flow starting from a release area (in the case of landslides or avalanches) or 

alternatively from an input hydrograph (for debris flows or floods). 

A current research challenge consists in the reliable simulation of the generation, propagation and 

deposition of debris flows. Regarding the generation and development of debris flows, threshold conditions 

in terms both rainfall and runoff amounts are fundamental (Pastorello et al., 2020). Two main processes 

can be identified, depending on the material characteristics. In poorly-sorted soils where the fraction of silt 

and clay is higher than 30-40%, debris flows are mainly triggered by shallow landslides in combination 

with high surface runoff (Baum et al., 2011; Ellen et al., 1982; Kean et al., 2013). In other cases, extreme 

water flux in a channel can destabilize its bed and banks (Berger et al., 2011) and progressively entrain 

granular debris, increasing the solid concentration of the flow (Griffiths et al., 1997). The latter process 

depends on the channel slope, availability of loose material and the exceedance of a water discharge 

threshold able to exert a certain shear force (Berti and Simoni, 2005; Takahashi, 2000). Moreover, once a 

debris flow has been triggered it can erode and entrain new debris (Iverson, 2012; Jakob et al., 2005; Reid 

et al., 2011), increasing its momentum and consequently runout distance and impact force (Iverson et al., 

2011; Pudasaini and Fischer, 2020). Bed incision can reach depths of a few metres, or more, leading to a 

noticeable increase in the transported volume and peak discharge (Berti et al., 1999; Jakob et al., 2005; 

Pirulli and Pastor, 2012). Particularly if the bed slope increases beyond 10°, the flow can destabilize the 

channel path (Bagnold, 1966) and sediments can be mobilized and entrained into the flow.  
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Two types of erosion models have mainly been developed to take in account the increase in destructive 

potential of the flowing mass: empirical and process-based ones. Empirical laws are easy to use for practical 

purposes, and they are generally based on an erosion rate, that is time dependent rate of entrained material 

at the interface between flow and channel bed (Chen et al., 2006; Egashira and Ashida, 1987; McDougall 

and Hungr, 2005; Takahashi et al., 1992; Takahashi and Kuang, 1986), or on a yield rate (mean entrained 

volume for channel length unit) (Hungr et al., 1984; Rickenmann et al., 2003). Differently, process-based 

models consider the physical understanding of exchanges between the flow and the erodible bed (Armanini 

et al., 2009; Crosta et al., 2015; Fraccarollo and Capart, 2002; Iverson, 2012; Pudasaini and Fischer, 2020). 

In spite of that, the simulation of debris flow erosion processes still remains a challenge due to the spatial 

variation of the entrainable material, complex dynamics of such flows and their rheology at the interface 

layer (Pudasaini and Fischer, 2020). Even if erosion processes are not completely physically understood 

they should be considered in debris flow simulations, since they noticeably increase the magnitude, runout 

distance, and impact force of such gravitational flows (Berger et al., 2011; Han et al., 2015; Rickenmann, 

2007; Takahashi et al., 1992). Moreover, erosion models should account for the biphasic nature of debris 

flows, in order to simulate debris flow propagation in the most reliable way (Pudasaini and Fischer, 2020).  

The computational tool r.avaflow (Mergili et al., 2017) includes an enhanced version of the Pudasaini and 

Mergili (2019) multi-phase model and an empirical full multi-phase erosion model. Thanks to these 

characteristics, r.avaflow is a simulation tool potentially suitable to reproduce the generation of a debris 

flow event through progressive channel erosion starting from water flux. Although the process-based, fully 

mechanical multi-phase erosion model presented by Pudasaini and Fischer (2020) could possibly better 

represent the physics of erosion and entrainment phenomena, for simplicity here we only consider an 

empirical erosion rate model. Furthermore, it also has the advantage of a more flexible calibration as to a 

real case study. 

In this paper we evaluate the applicability of the simulation tool r.avaflow to reproduce the generation of 

debris flow event that occurred in 2017 in the Gere catchment, located near the town of Cortina d’Ampezzo 

(Veneto, Italy). In detail, we test different ways to set up the empirical modelling of erosion implemented 

in r.avaflow, varying the coefficient of erosion as a function of the terrain slope. We also calibrate a function 

to calculate the erosion coefficient as an input map for the simulation tool r.avaflow, based on the erosion 

observations of the 2017 Gere event. Moreover, we evaluate this new model erosion setup against the 

default method that fixes the erosion coefficient through the whole computational area. Lastly, we compare 

the different simulation results, analysing the entrained volume and the output hydrograph. 
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2.3 Study area and debris flow event 

The analysed event occurred in summer 2017, near the town of Cortina d’Ampezzo located in the province 

of Belluno (Italy). During the night between the 4th and 5th August 2017, a heavy rainstorm event hit the 

Bigontina catchment, producing a large amount of surface runoff, consequently triggering a debris flow 

and intense bed load transport, leading to one fatality and flooding the village of Alverà. 

The Bigontina catchment has a surface of 17.5 km2 extending from 3221 m a.s.l. (summit of Cristallo peak) 

to 1150 m a.s.l. at the confluence with the Boite river near Cortina d’Ampezzo (Figure 2.1). Rio Gere, the 

alpine stream that produced the debris flow event under investigation, is located in the upper part of the 

catchment. The Rio Gere joins the Bigontina channel at an elevation of 1650 m a.s.l., just downstream from 

the bridge of the regional road connecting Cortina d’Ampezzo with Misurina. After the confluence with 

the Bigontina channel, the thalweg slope of the channel becomes gentler, but the 2017 event still maintained 

enough energy and turned in a debris flood event (Church and Jakob, 2020), evident by the debris deposit 

upstream the village of Alverà. 

 

Figure 2.1: Overview of the Bigontina catchment (elevation difference between contour lines: 25 m). The no erosion area (black 

polygon) represents the parking lot, the bridge of the regional road and the chairlift station. 

In this paper we analyse the debris flow event triggered and propagated in the Rio Gere basin (Figure 2.1 

and Figure 2.2). The analysed catchment has an area of 1.68 km2 and a mean slope of 42°. The main channel 

is 3276 m long and has a mean slope of 19.9°. The relative Melton number (1.19) is consistently higher 

than the value of 0.5 identified as the threshold for debris flow-prone catchments in north eastern Italy 

suggested by D’Agostino (1996), meaning that the Gere basin has the morphological characteristics to 
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produce mature debris flows. The basin can be divided into two morphologically and geologically 

homogeneous parts. We define the basin part with an elevation above 1921 m a.s.l. (elevation of the input 

hydrograph, Figure 2.1, 0.94 km2) as the “high Gere” catchment and the remaining part (0.74 km2), down 

to the confluence with the Bigontina channel, as the “low Gere” catchment. Both areas are formed by 

dolomite rocks. The “high Gere” consists of steep slopes and near-vertical walls (mean slope 62.2°). The 

rock channel network is deeply incised into the bedrock (main channel length 1375 m and mean slope of 

25.2°), except for a 400 m channel section located upward the input hydrograph point, where the channel 

bed and banks are formed by loose sediment. The “low Gere” is less steep (the mean catchment and channel 

slope are 29.3° and 10.9° respectively) and consists of open slopes as consequence of past weathering 

breakage processes and glacial debris transport. The channel passes through colluvial deposits and is well 

defined by banks 2 - 5 m high for the first 450 m downward the input section. Towards the confluence, the 

channel path becomes rather diffuse and is characterized by loose debris deposits. This sediment can 

therefore be quite easily mobilized during intense rainfall events. The mean grain diameter surveyed in the 

lower part of the Gere channel bed after the reported event is 87.2 mm (range: 3.8 – 1019 mm) (D’Agostino 

et al., 2018). 

 

 

Figure 2.2: Photo of the Gere catchment, captured 200 m upward from the confluence with the Bigontina channel toward the 

watershed border. The blue line represents the watershed line. Photo taken by Francesco Bettella (University of Padova) on 10th 

April 2017. 
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The analysed debris flow event took place during the evening of the 4 th August 2017. The rainfall event 

had a total duration of three hours characterized by two major peaks. The nearest weather station (Misurina, 

3.5 km to the east) recorded a total amount of 110 mm between 10.00 p.m. and 12.00 p.m. of the 4 th August 

with two peaks of 10.8 mm/5min and 10.5 mm/5min respectively at 10.10 pm and 11.40 pm (local time). 

The intense runoff in the Gere catchment triggered a debris flow through entrainment of debris from the 

bed and banks.  

 

2.4 Material and methods 

2.4.1 The simulation tool r.avaflow and the empirical erosion model algorithm 

To back-calculate the described event we use the simulation tool r.avaflow, which is able to reproduce rapid 

mass flows and process chains starting from a defined area down to a deposition zone (Mergili et al., 2017). 

r.avaflow is a raster module of GRASS GIS 7 (GRASS Development Team, 2021) and is completely open 

source and freely available at Mergili and Pudasaini (2020). The tool includes two different models: a 

single-phase shallow water model with Voellmy friction relation (Christen et al., 2010; Fischer et al., 2012) 

and the Pudasaini and Mergili (2019) multi-phase model with ambient drag (Kattel et al., 2016). The 

simulation tool is wrapped in Python (data management, pre- and post- processing tasks), while the core of 

the flow propagation algorithm is implemented in the C programming language. R (R Core Team, 2020) is 

employed for the validation and visualization functions. The multi-phase mass flow model can simulate the 

propagation of three different components: solid, fine solid and fluid. Each of them has a specific physical 

behaviour as described in Pudasaini and Mergili (2019). For this case study we represent the debris as solid 

component and the water fraction as fluid.   

The essential inputs of r.avaflow are a digital terrain model (DTM), the solid and fluid release heights or 

hydrographs and a set of values describing the flow rheology. Moreover, six specific optional 

complementary functions are implemented in r.avaflow: conversion of release heights into release depths, 

diffusion control, surface control, entrainment, stopping and dynamic adaptation of friction parameters.  

Focusing on the entrainment model, the algorithm implemented in r.avaflow is based on an empirical multi-

phase model. Considering the multi-phase model applied with two phases, the potential fluid and solid 

entrainment depths (DE,f and DE,s [m]) are expressed as a function of the fluid and solid momentum (Mf and 

Ms [kg m s-1], fluid/solid mass multiplied by its mean velocity), based on a user-defined empirical erosion 

coefficient (CE [kg-1]). The solid fraction (αs,Emax) of the entrained material is defined by the user as a fixed 

number. Alternatively, it can be spatially varied throughout the computational region.  

                                                          𝐷𝐸,𝑠 = 𝐶𝐸|𝑀𝑠 +𝑀𝑓|𝛼𝑠,𝐸𝑚𝑎𝑥𝛥𝑡  (2.1) 

                                                    𝐷𝐸,𝑓 = 𝐶𝐸|𝑀𝑠 +𝑀𝑓|(1 − 𝛼𝑠,𝐸𝑚𝑎𝑥)𝛥𝑡 (2.2) 
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The solid and fluid entrained depths are added to the flow after each time step and the basal topography 

(represented by a DTM) is updated at the same time. Flow momenta are updated accordingly. The 

maximum depth of entrainment can be defined by the user as a raster map.  

In this study we use the r.avaflow model (version 2.2), where entrainment is considered as a complementary 

function of the multiphase model of  Pudasaini and Mergili (2019). 

To highlight how the erosion model works within r.avaflow, a simple demonstrative debris flow scenario 

is reproduced. Eleven simulations are performed reproducing a hypothetical debris flow, propagating on a 

computer-generated hillslope. The topography is represented by a uniform slope, 500 m long with a grade 

of 0.20 m/m; the channel has a width of 20 m and is delimited by two levees 5 m high. The input hydrograph 

has a triangular shape, starting with a discharge of 20 m3/s, reaching a peak of 100 m3/s after 160 s, 

decreasing to 20 m3/s and stopping after 320 s. The input solid volumetric concentration is set to a constant 

value of 0.5; the total input volume amounts to 19,240 m3. The eleven simulations are performed on this 

scenario, progressively varying the erosion coefficient in a range between 5∙10-8 and 2∙10-6 kg-1. The 

simulated entrained volumes are then normalized for the channel length and width (eroded volume per unit 

of channel width and per unit of channel length), obtaining a normalized mean erosion depth (Den) that is 

reported in Figure 2.3. Den has a power trend approximated by equation (2.3).  

                                                                     𝐷𝑒𝑛 = 2.51 ∙ 107 ∙ 𝐶𝐸
1.26

   (2.3) 

From this scenario it is possible to detect that entrainment is significant (Den > 0.15 m) for values of CE 

greater than 3∙10-7 kg-1; the upper CE limit could be detected between 2 – 3∙10-6 kg-1 corresponding to a 

mean Den of 1.6 – 2.8 m.  

 

Figure 2.3: Results of the sensitivity analysis of the normalized mean erosion depth to the erosion coefficient. The x and y axes 

are displayed in logarithmic scale. 
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2.4.2 Topographic information and simulation input data  

To perform a debris flow simulation with entrainment in r.avaflow, the following data have to be set up as 

input: DTM, input hydrograph, flow and entrainment parameters. Moreover, to assess the performance of 

the simulation model we use a post-event LiDAR based DTM.  

The pre-event DTM is derived from a LiDAR survey performed in 2009. It has a spatial resolution of 1m. 

The point cloud was produced within the PST-A programme (extraordinary Italian plan of remote sensing). 

We obtained the already processed raster-based DTM from the Italian Environmental Ministry. The vertical 

and planimetric errors are 0.15 and 0.30 m respectively. The DTM is successively resampled to a resolution 

of 2 m, using a mean value method, in order to reduce the computational time. The DTM is also modified 

to represent the obstructed bridge on the regional road SR48. We consider the bridge as a filter of an open 

check dam for sediment retention, for which the quasi-total trapping condition occurs when Bmin/ DDF < 

(1.5 – 2), where Bmin is the minimum filter dimension (vertical or horizontal dimension) and DDF the 

maximum boulder diameter of the debris flow (D’Agostino, 2010). In this case Bmin and DDF are 1.60 and 

1.01 m, leading to a complete obstruction of the opening.  For this reason, the cells representing the river 

bed in the location of the bridge are raised to the elevation of the road.  

After the debris flow the whole area of the Bigontina catchment was surveyed through a LiDAR campaign 

on 26th October 2017. The vertical accuracy is 0.051 m (root mean square error of seven ground control 

points surveyed with a RTK-GPS) and the mean point density is 10 pts/m2. From the LiDAR data, the DTM 

(1 m resolution) is computed using a kriging method (Oliver and Webster, 1990), representing the post-

event conditions. Thanks to the availability of the pre- and post-event DTMs we compute the DEM of 

Difference (DoD). We adopt a simple minimum level of detection approach (Brasington et al., 2000; Fuller 

et al., 2003), assuming a uniformly distributed error. Difference values lower than the minimum level of 

detection are not considered in the DoD analysis. The individual errors in the DTMs are propagated in the 

DoD as the root of the square DTMs’ error sum (Brasington et al., 2003).  

The resulting area of interest for the simulations is shown in Figure 2.1. The computational domain has an 

extent of 0.183 km2 corresponding to 44,700 computational cells. The length of the simulated channel is 

1483 m with a vertical height drop of 266 m (from 1920 m a.s.l. to 1654 m a.s.l.). The mean channel slope 

is 10.2°, varying along the channel path: the upper part (the first 500 m downstream from the input 

hydrograph) has a mean slope equal to 13.6° while the rest of the path has a mean slope of 8.3°. 

The position of the input hydrograph is shown in Figure 2.1. It is placed in that location in order to simulate 

the observed erosion process which occurred downstream. The liquid discharge is calculated from the radar 

measurement of the precipitation in the “high Gere” catchment. The data were acquired by the 

meteorological station at Monte Macaion (province of Trento, IT), at a distance of 75.5 km from catchment 

in W direction. The original reflectivity volume scans are elaborated using correction algorithms able to 

diminish the impact of errors due to (i) radar hardware mis-calibration (Marra et al., 2014), (ii) partial beam 

blockage (Pellarin et al., 2002), and (iii) signal attenuation due to heavy rain (Marra and Morin, 2015, 
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2018). Radar reflectivity (R) is converted to rain intensity (Z) following a power-law relationship in the 

form 𝑍 = 308 ⋅ 𝑅1.5, well suited for convective precipitation in the area (Anagnostou et al., 2010), and 

projected to a 1 km grid. Finally, radar estimates are compared with in-situ rain gauge measurements from 

3 stations, and adjusted to remove the residual mean field bias (Marra et al., 2014).  

After the rainfall assessment, the FLO-2D (O’Brien et al., 1993) two-dimensional flood routing model is 

used to calculate the fluid hydrograph at the starting location. The SCS - CN (Soil Conservation Service - 

Curve Number) (Mishra and Singh, 2003) method is adopted to compute the surface rainfall runoff 

generation together with the model equations for flow propagation as reported in O’Brien (1986). The input 

data are (i) the DTM (cell size of 20 m); (ii) the initial abstraction (considered equal to 5% of the potential 

maximum retention); (iii) the Curve Number CN (we used CN at the Antecedent Moisture Conditions AMC 

III, since the soil was already wet before the event) derived from the combination of the land use-land cover 

and the hydrological soil group map; (iv) the Manning’s surface roughness derived from the land cover 

map; (v) the radar derived precipitation rainfall intensity (temporal resolution of 5 min and cell size of 20 

m, resampled with the natural neighbour algorithm from the 1 km resolution grid). We used an average on 

the weighted area to derive the CN and the Manning values, that resulted equal to 75.3 and 0.053 

respectively (the lithological, land cover maps and tables used to calculate the CN value and the Manning 

number are reported in D’Agostino et al. 2018). The model calculates two major discharge peaks of 14.48 

and 13.02 m3/s; according to this simulation the time between the two peaks is 64 minutes (D’Agostino et 

al., 2018). Since it is not possible to validate the modelled peak water discharge in the field, due to the 

bedrock channel morphology, we compare it with (i) the empirical relation of Forti (1920) for extreme 

events and (ii) the rational method (suitable for small alpine catchments (Grimaldi and Petroselli, 2015). 

The first method results in a peak discharge of 13.07 m3s-1, while using the rational method we derive a 

peak of 15.80 m3s-1. We adopt here a runoff coefficient equal to 0.8 (Berti et al., 1999) and use a 

concentration time of 27 minutes coupled with the corresponding mean rainfall intensity of 75 mm/h 

(according to the above mentioned rainfall data). Through these crossed verifications, we confirm the peak 

discharge value of the spatially distributed model. The time period between the two major peaks is then cut 

from the final hydrograph to decrease the computational time, keeping the fluid flow discharge to 3 m3/s 

for 300 s (interval: 1100 – 1400 s). Furthermore, 10% of solid content is added to the input hydrograph to 

reproduce the flux coming from the upper catchment in a more realistic way. The upper part of the Gere 

catchment stores a consistent amount of debris (particle diameter range: 25 – 100 mm) easily entrainable 

in the case of an intense rainfall event such as the one investigated. Consequently, it is very likely that the 

flux at the input hydrograph section already transported a certain quantity of solid particles before the debris 

flow triggering. The resulting input hydrograph used in the simulations is shown in Figure 2.4. 
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Figure 2.4: Input hydrograph used in the r.avaflow simulations (source: D’Agostino et al., 2018) 

 

The solid and fluid physical parameters used in this case study are shown in Table 2.1. A description of the 

parameters is reported in Pudasaini and Mergili (2019). The values are not optimized ad hoc for this event 

because instruments to detect flow depth and velocity are not present along the channel path and cross 

sections of the path are strongly modified by the passage of the debris flow causing deep erosion and making 

a reconstruction of the frontal flow depth unreliable. The physical parameters are basically derived from 

the back calculation of the 2013 Gadria debris flow event (Bolzano, IT) reported in Baggio (2018), in which 

an accurate calibration procedure was adopted thanks to the availability of real time event flow depth 

measurements and relative velocities. The parameters differ from the Gadria case in terms of the basal 

friction angle (δ) and fluid friction coefficient (CFF). These two parameters are slightly modified in order 

to obtain reliable front flow velocities as observed in other debris flow events that occurred in catchments 

of the Dolomites (Berti et al., 1999). 

 

Table 2.1: Physical parameters used to perform the simulation in r.avaflow. 

Symbol Physical parameter Unit Value 

ρs Solid material density kg m-3 2650 

ρf Fluid material density kg m-3 1000 

φ Solid internal friction angle Degree 35 

δ Solid basal friction angle Degree 18 

ν Fluid kinematic viscosity m2 s-1 10-3 

τY Fluid yield strength Pa 0 

CAD Ambient drag coefficient - 0.02 

CFF Fluid friction coefficient - 0.05 
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2.4.3 Observed entrainment  

We analyse the erosion depth of each pixel and correlate it with the slope map to verify whether entrainment 

would depend on the local slope and to obtain a possible correlation between these two variables, and a 

slope threshold for entrainment. The analysis is performed at the post-event DTM resolution (1 m), dividing 

the main channel in different reaches 20 m long in order to obtain mean erosion and slope values for each 

specific channel reach.  

Another important use of the DoD is to assess the accuracy of the simulated entrained volumes and 

entrainment patterns. We investigate the difference between the observed and simulated entrainment 

patterns. For the whole computational area, we calculate the total eroded volumes and compare them with 

the simulated ones.  

 

2.4.4 Improvement of the erosion input data 

The empirical erosion algorithm implemented in r.avaflow (Equations 2.1 and 2.2) is based on the erosion 

coefficient that can be set up in the model as a fixed value or a raster map, allowing a pattern of different 

entrainment rates within the computational region to be created. Together with the erosion coefficient, the 

model requires the maximum possible height of erosion and the solid fraction of the entrainable material. 

For the reported event, we fix the maximum erosion height at 8 m, based on the DTM of difference that 

highlights a maximum erosion height around 8 m (Figure 2.7). In some areas, entrainment is not allowed, 

corresponding to artificial surfaces (Figure 2.1), representing the regional road, the bridge, the parking area 

and a chairlift station. We set the solid fraction of the entrainable material to 0.7, considering the saturated 

soil condition caused by the rainfall preceding the debris flow event.    

We test the hypothesis that the erosion coefficient can be calibrated as a function of topographic variables. 

In the literature the variable that mainly affects the erosion rate is the slope (Jakob et al., 2005; Kronfellner-

Kraus, 1984; Rickenmann et al., 2003). In this way we use the observed erosion depths in order to calibrate 

a function able to link the slope with the input erosion coefficient. We study four different functions to 

derive the spatial distributed erosion coefficient. The types of functions are exponential, linear, logarithmic 

and power. In particular, the exponential function allows the prediction of a broad variety of eroded volumes 

for channel units with different terrain slopes, depending on the chosen parameters. Therefore, we test a 

total of six exponential functions. The tested functions are summarized in Table 2.2 and shown in Figure 

2.5. Moreover, we perform a simulation with a fixed coefficient of erosion for the whole computational 

region (CE  = 10-6.3). The function parameters are selected through preliminary ‘best-fitting’ simulations in 

which those parameters are progressively varied. ‘Best-fitting’ depends on the results of the sensitivity 

analysis introduced along with the entrainment model. The minimum CE value, for a slope of 0%, is in the 

range between 2∙10-8 and 10-7 kg-1. The maximum value of CE is fixed at 10-6 kg-1 which, from Equation 

2.3, leads to a normalized mean erosion depth of 1 m.   
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Figure 2.5: Functions used to calculate the spatially distributed erosion coefficient in relation to the slope map. 

In this study, we report the ‘best’ simulations for the following function types: linear, logarithm and power, 

while all the performed simulations are reported for the exponential function. The slope map to calculate 

the erosion coefficient is derived from the pre-event DTM. As highlighted in the results of the DoD analysis, 

we avoid the effect of microtopography, re-sampling the slope map derived from the 1m pre-event DTM 

to a raster cell size of 10 m and then interpolate it to a final resolution of 2 m, using a bicubic method. This 

final raster map is used to create the different erosion coefficient maps used in the simulations. To find out 

which equation better represents the observed entrainment pattern we compare the simulated eroded 

volumes with the DoD as described in the section ‘Observed erosion’. A given simulation is considered 

accurate if it reproduces the eroded volume within an error of 20% with respect to the observed erosion 

(derived from the DoD).  

Quantification of the increase in debris flow volume and solid concentration due to entrainment is based on 

the analysis of the simulated output hydrograph located at the lower end of the computational area (the 

location of the hydrograph is shown in Figure 2.1). At the end, we compare the output hydrographs of those 

five simulations providing the best performance for each type of erosive map (fixed, linear, power, 

logarithm, exponential). In this way, we analyse the evolution of the solid concentration at the lower end 

of the computational domain as well as the related peak discharge. We compare the output hydrographs of 

the ten different simulations performed with different erosion coefficient maps. In this way we can detect 

whether the differences in the erosion coefficient map lead to a significant difference between the simulated 

output hydrographs. 
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2.5 Results 

Firstly, we analyse the patterns of the DoD (propagated error 0.16 m). Figure 2.6(A) illustrates the erosion 

depths within the computational area. The post-event DTM was recorded on 26th October 2017, 3 months 

after the investigated event. As shown in Figure 2.6(A), we manage to compute the observed eroded 

volumes only for two areas (control areas 1 and 2) of the simulated channel path. This is because the 

material was immediately moved by human activity after the event and before the LiDAR survey. Some 

places were filled in, others excavated, in order to restore the channel flow and the ski slope for the coming 

winter season.  

The first investigated area is located in the upper part of the computational area (Figure 2.6(A), Control 

area 1) and corresponds to the right turn of the channel. There, major erosion processes due to bank and 

bed debris entrainment are observed. The maximum values of erosion depth are in the range between 6 and 

7 m. In that reach, the main channel has a total length of 216 m and mean slope of 12.9°. Regarding this 

control area, the calculated total eroded volume is 17,684 m3, corresponding to an erosion of 81 m3 per 

meter of channel length. The value is so high due to the collapse of part of the external bank in 

correspondence to the left turn. The calculated volume of the bank failure is 6,970 m3. Recalculating the 

erosion per channel meter excluding this volume results in 50 m3/m. 

The second control area is located near the confluence with the Bigontina channel (Figure 2.6(A), Control 

area 2). In this part, the channel is not confined to a clearly recognizable path, but flows mainly on the ski 

slope. The considered reach has a length of 423 m and a mean slope of 8.9°. The calculated entrained 

volume caused by the debris flow event is 13,215 m3, corresponding to a volume of 31 m3 per meter of 

channel length (Table 2.2).    

Regarding the deposit, we make an estimation of the debris volume accumulated at the confluence between 

the Gere and the Bigontina channels. Unfortunately, the 2017 LiDAR was acquired after the anthropogenic 

movement of the deposited material in order to re-establish the flow passage and so the post-event DTM is 

not suitable for the volume calculation. However, thanks to helicopter and citizens pictures captured the 

day after the event, we can identify the debris deposit height relatively to the channel banks. We then fill 

up the channel post-event DTM for those segments recognised in the pictures and we calculate a total 

deposit of 13,500 m3. Such value is just an estimation since it is not derived from a rigorous DoD analysis. 
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 Figure 2.6: Maps representing the observed erosion depths (A), simulated erosion depths (B, results of simulation E6) and 

maximum flow height for simulation E6 (C). In (C) the eroded material is part of the flow height (values lower than 0.25 m are 

not displayed). 

 

2.5.1 DOD analysis – pixel scale 

Starting from the DoD map (Figure 2.6 A), we analyse the erosion depth (ED) at pixel level and correlate 

it with the local slope. In Figure 2.7 and Figure 2.8 we illustrate the results of this analysis. Figure 2.7 A 

shows the correlation between the slope and erosion depth at pixel level (1 m resolution). In Figure 2.7 A 

we simply plot these two variables: the slope is derived from the post-event DTM. The results are widely 

scattered and it is not possible to identify a significant relationship between these two variables. When 

substituting the previous slope values with the slope extracted from the map used to calculate the erosion 

coefficient values (pre-event DTM resampled to a resolution of 10 m and afterwards interpolated to the 

final resolution of 1 m, using a bicubic method), it is possible to identify a logarithmic trend between slope 

and erosion depth (Figure 2.7 B). The correlation becomes satisfactory only for slopes steeper than 25%.  

For slope values around 20% the observed erosion depths appear extremely heterogeneous with several 

observations of erosion depths between 0 and 3 m. 
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Figure 2.7: Analysis of the slope and observed erosion depth derived from the DoD at pixel level. In plot A we extract the slope 

from the 1m resolution post event DTM, while in plot B the slope is resampled from the pre-event DTM to 10 m and successively 

interpolated to 1 m (bicubic method). 

 

2.5.2 DOD analysis – 20m segments of the channel bed 

After the analysis at pixel level we focus on erosion of the channel bed in different reaches. To derive a 

mean value for different reaches of the channel path, we divide it in segments 20 m long for both selected 

control areas (Figure 2.6 A). For each segment, we extract the mean slope (using the slope map to derive 

the erosion coefficients) and the mean observed erosion depth. The results are plotted in Figure 2.8. On 

these data, we perform a linear correlation between slope and erosion depth, finding a quite good correlation 

between these two variables. Furthermore, analysing data reported in Figure 2.8 we notice that low values 

of channel slope (10 – 22%) are associated again (as for Figure 2.7 at pixel scale) to a great heterogeneity 

in erosion depth with a variance of 2.1 m (range: 0.3 – 2.4 m). 

Comparing the mean erosion and slope per channel segment with the maximum entrainment thresholds 

identified by Kronfellner-Krauss (1984), we can confirm that relationship (Figure 2.8). Moreover, the 

Kronfellner-Krauss (1984) threshold and the linear interpolation of the mean segment values show similar 

trends (0.13 and 0.17, respectively). 
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Figure 2.8: Analysis of the erosion depths derived from the DOD and local slope. Points represent mean values extracted from the 

channel bed, dividing it in segments 20 m long. The reported slope values are derived from the pre-event DTM resampled to 10 m 

and successively interpolated to 1 m (bicubic method). The red line shows the linear regression derived from the points. The orange 

dashed line represents the maximum erosion depth identified by Kronfellner-Kraus (1984). 

2.5.3 Comparison of observed and simulated volumes 

We now focus on the eroded volumes. The simulations performed in this case study are reported in Table 

2.2, together with the results in terms of eroded volumes. The equations employed to obtain the erosion 

coefficient maps are shown in Figure 2.5. In order to assess the accuracy of the simulations, we compare 

the simulated erosion, represented by the change of the basal surface, and the observed erosion, represented 

by the DoD. The results are shown in Table 2.2 and Figure 2.6. Looking at the eroded volumes within the 

computational area, the simulation that entrained the highest debris volume is simulation P (CE calculated 

with the power function) (173,469 m3), while simulation E3 (CE calculated with the exponential function) 

predicts the uptake of the least amount of material (10,000 m3). Analysing the eroded volumes for the 

control area 1, most of the simulations (E1, E4, E5, E6, LIN, LOG and P) yield an accurate (error less than 

20%) prediction in terms of the eroded volume. The simulations F (fixed CE), E2 and E3 underestimate the 

eroded volumes with an error of between 48 and 66% (Table 2.2). Looking at the control area 2, the 

simulation that most accurately represents the observed eroded mass is simulation E6 with a difference 

between the simulated and observed eroded volumes of -614 m3 (relative error of -5%). Simulations F, E4, 

E5, LIN, LOG and P entrain a large amount of solid material with respect to the observed debris volume 

(error between 39 and 425%). On the contrary, the simulations E1, E2, E3 entrained considerably small 

amounts of volume (error between -49 and -89%). 

The ratio between the simulated and observed eroded volumes reveals that simulation E6 represents the 

observed data for both control areas in the most accurate way (Table 2.2). The other simulations represent 

either control area 1 or control area 2 in an accurate way. Figure 2.6 shows the results of simulation E6 for 

the entrained depths and maximum flow depths (Figure 2.6 B and 2.6 C, respectively).  
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Table 2.2: Comparison between the simulation results with different coefficients of erosion, calculated for the whole 

computational area (AOI), the upper part (control area 1) and lower part (control area 2) of the channel path. Observed values 

are shown as reference. 

   AOI Control area 1 Control area 2 

  CE   
Volume 

[m3] 
Volume 

[m3] 
Simulated / 
observed 

Volume/channel 
length [m3/m] 

Volume 
[m3] 

Simulated 
/ observed 

Volume/channel 
length [m3/m] 

Observed 
(DoD) 

- - 
10714 
± 824 

- 
49.6 
± 3.8 

13215   ± 
1625 

- 
31.2 
± 3.8 

Fixed CE (F) CE = 10-6.3 73722  5528  0.52  25.6  21410  1.66  50.5  

Exponential 
1 (E1) 

CE = 10(0.05 S - 7.5) 41702  11445  1.07  53.0  6570  0.51  15.5  

Exponential 
2 (E2) 

CE = 10(0.025 S - 7) 29968  6429  0.60  29.8  5875  0.45  13.9  

Exponential 
3 (E3) 

CE = 10(0.03 S - 7.5) 10000  3611  0.34  16.7  1424  0.11  3.4  

Exponential 
4 (E4) 

CE = 10(0.05 S - 7) 151393  12505  1.17  57.9  48475  3.75  114.4  

Exponential 
5 (E5) 

CE = 10(0.025 S - 6.75) 83267  11601  1.08  53.7  21815  1.69  51.5  

Exponential 
6 (E6) 

CE = 10(0.02 S - 6.75) 52710  8645  0.81  40.0  12294  0.95  29.0  

Linear (LIN) 
CE = 2.5 10-8 S + 

10-7.5 
69947  9659  0.90  44.7  17932  1.39  42.3  

Logarithm 
(LOG) 

CE = 4.5 10-7 
ln(S+5) + 7 10-7 

128648  11140  1.04  51.6  40619  3.14  95.9  

Power (P) 
CE = 1.5 10-7 S0.6 + 

2 10-8 
173469  12377  1.16  57.3  54923  4.25  129.7  

 

Analysis of the output hydrograph located just upstream from the confluence with the Bigontina torrent 

(Figure 2.9) allows the simulated peak discharges and solid volume concentrations of the best five 

simulations to be quantified. The hydrograph showing the discharge and flow volumetric solid 

concentration for every time step is displayed in Figure 2.9 (for the exponential type simulations we only 

show E6 for clarity). We further detect that all the simulated flows increase their solid content, reaching a 

steady value around 0.4 – 0.6 at the output hydrograph location, but they never exceed a value of 0.7. The 

solid volumetric concentration increases over time for all the simulations represented in Figure 2.9 because 

of the dam effect of the simulated bridge obstruction. The obstruction involves deposition of the solid 

component while the fluid fraction slowly flows downstream, consequently increasing the volumetric solid 

concentration at the output hydrograph location (Figure 2.9). Looking at the discharge, the performed 

simulations show two types of patterns. Simulations F, P and LOG show a single discharge peak 

corresponding with the first surge, while the second surge is not captured in the output hydrograph. On the 

contrary, simulations LIN and E6 show the opposite pattern with a weaker discharge peak for the first surge 

and a stronger one for the second surge. This can be explained by the terrain morphology of the 

computational area and the maximum entrainable depth. The simulations P and LOG entrain a large amount 

of sediment especially in control area 2 (Table 2.2), leading to a big discharge peak at the output hydrograph 
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for the first surge. However, they do not show the same discharge intensity for the second surge because 

the maximum entrainment depth has almost been reached after the passage of the first surge. In this way, 

the simulations P and LOG do not predict a large amount of entrainable sediment available for the second 

surge. On the contrary, the simulations LIN and E6 show higher discharge peaks for the second surge, 

resulting in agreement with the witnesses to the event. In this case, the first surge is mitigated by the 

morphology of the computational area in which the obstructed bridge creates a dam effect, decreasing the 

flow velocity and promoting deposition of the solid component. This mitigation effect is not present with 

the second surge, because the channel has already been filled up with the sediment of the first surge. The 

second discharge peak thus results decisively more intense than the first one, also due to remobilisation of 

the previously deposited debris. 

Figure 2.9 reveals two further aspects: the first surge is highly impulsive showing a sharp discharge 

increment, conserving a pattern which is similar to the input hydrograph. In addition, the solid volumetric 

concentration is similar for all the simulations, looking at the first surge, with values around 0.50 - 0.55.  

 

Figure 2.9: Output hydrographs (total discharge and volumetric solid concentration over time) of the performed best simulations 

just upstream of the confluence with the Bigontina torrent (location shown in Figure 1). 

2.6 Discussion 

We investigated the debris flow event which occurred in a Dolomitic catchment near the town of Cortina 

D’Ampezzo (IT) on 4th August 2017. We firstly analysed the observed erosion pattern and then adapted the 

parameterization of the erosion model implemented in r.avaflow in order to reproduce the observed 

entrained volumes in the most accurate way. The first analysis was based on the comparison of pre- and 

post-event DTMs. From these data we identified a maximum erosion depth value of 8 m. Entrainment was 

comparatively high with a value of 50 m3 per meter of channel unit in control area 1 and 31 m3 per meter 

channel unit in control area 2. Comparing these values with other erosion amounts in literature, it is possible 



34 

 

to highlight the intensity of the event in terms of debris flow erosion. Rickenmann and Zimmermann (1993) 

reported maximum erosion depths for debris flows in the Swiss Alps of around 5 m. Hungr et al. (2005) 

reviewed debris flow erosion analysing the entrainment per channel unit, obtaining a range 0 – 50 m3/m 

considering more than 500 events reported in 14 studies from different mountain chains. Extreme values of 

300 m3/m were identified by Rickenmann and Weber (2003) for debris flow events in Kazakhstan due to 

bank failure. Regarding the eastern Alps, Marchi and Cavalli (2007) related values of entrainment per 

channel unit to the cumulative frequency. In the same study they investigated a debris flow event, reporting 

a maximum value of 110 m3 per meter of channel unit. Furthermore, Marchi and D’Agostino (2004) 

analysed the magnitude of 127 debris flow events in the Eastern Alps, observing that the erosion per channel 

unit is rarely larger than 50 m³/m (7% of the entire sample). Thus, according to these findings, the present 

case study with a maximum value of 50 m3/m is established as one of the most extreme values recorded in 

the eastern Alps and worldwide.  

Such high eroded volumes per channel unit are the result of a combination of different contributing factors. 

In the investigated area the availability of a thick layer of loose sediment, a well-defined channel path and 

the saturation conditions enhanced the debris flow propensity to erosion processes in a noticeable way 

(Berger et al., 2011; Cannon et al., 2003; Reid et al., 2011). Moreover, the rainfall pattern distribution, 

characterized by two peaks of equal high intensity, constantly stressed the torrent path, leading to a major 

destabilization of the channel bed.  

Another important driver of erosion in channelized beds is the slope (Hungr et al., 2005); therefore we 

analysed this variable related to the observed erosion depths. We noticed that plotting the erosion depths 

against slope values at the DTM resolution we obtained no significant relationship, as illustrated in plot A. 

Next, we removed the microtopography from the slope map by resampling the slope map from the 

resolution of 1 m to 10 m (mean value method) and interpolating it to the initial resolution (bicubic method). 

The new slope values correlated well with erosion depths in a logarithmic way (Figure 2.7, plot B). This 

reveals that debris flow erosion is more related to a smoothed slope than to a more precise slope value 

analysed in this case at the resolution of a 1m LiDAR DTM. We may infer that the energy amount of routing 

debris flows is so big that it can hardly be influenced by small changes in slope, especially if we refer to a 

resolution of 2 m. 

In order to understand the mean erosion rate along the channel path, we divided the torrent bed in reaches 

of 20 m and then correlated the mean erosion depth with the slope of each bed area. We were able to derive 

a regression trend line between these two variables confirming the maximum threshold identified in 

Kronfellner-Krauss (1984), supported by data reported in Rickenmann and Zimmermann (1993). Marchi 

et al. (2009) computed a similar analysis for a debris flow event in the Eastern Alps (Rio Cucco basin), 

observing high erosion depths (6 - 9 m) for channel slopes of 30 - 40% and lower erosion depths for steeper 

sections (regarding the loose sediment bed material). We further confirmed the threshold identified by 

Takahashi (2007) for the initiation of stony debris flows for channel bed erosion equal to a slope value of 
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25%. In Figure 2.8, this value identifies those channel reaches for which erosion processes resulted more 

intense, with mean erosion depths exceeding 3 m, nevertheless a significant contribution to debris flow 

triggering cannot be excluded in the range 15-20% (Figure 2.8). In our case study, the interpretation of the 

modelling results also confirmed that slope is one of the main drivers in entrainment processes related to 

debris flow events in natural confined beds, given that the other torrent conditions remain the same along 

the path (geology, availability and grain size of loose material and bed width). The slope can be considered 

as an indicator of the limit strength of the debris to bear erosion for a certain catchment geology. 

Complementarily, we could suppose that higher is this limit/slope more intense is the erosion when this 

limit is exceeded, because of great shear stresses become suddenly effective during flashy floods. In 

addition, after the solid particles detach from the channel bed, the erosion process is amplified by the 

component of their weight along the direction of the flow momentum (a component that increases as the 

terrain slope increases). For such reason, we might consider the topographic slope as the main control for 

debris flow erosion as confirmed in Figure 2.7 and Figure 2.8. However, more studies for a range of 

rheological and geological situations are required to further investigate the role of slope angle as a control 

for debris flow entrainment processes.     

Since we identified such slope control in channel erosion processes, then we improved the parameterization 

of the empirical erosion model implemented in r.avaflow calculating the coefficient of erosion (CE) as a 

function of the slope. Four different types of functions were used to calculate CE. We compared the eroded 

simulated volumes with the DoD and showed that an appropriately parameterized exponential function 

represents the erosion pattern in the most accurate way. We compared these results with a simulation 

performed with a fixed coefficient of erosion equal to 10-6.3 kg-1. This comparison shows a more accurate 

simulation using an exponentially slope-dependent erosion coefficient, highlighting empirically adequate 

results for the two control areas characterized by different mean slopes. 

We have deliberately employed a simple and straightforward erosion model, multiplying the momentum of 

the flow with an empirical entrainment coefficient, and calculate this coefficient according to the slope. In 

the newer literature, in contrast, erosion is often computed by comparing the mechanical strengths of the 

flow material and the bed (Iverson and Ouyang, 2015; Pudasaini and Fischer, 2020). Whereas these models 

have a sound physical basis, they are still very hard to apply to real-world cases in practice. The model 

outcomes are very sensitive to the difference between the mechanical properties of the flow and the surface 

– however, these properties are usually unknown, and the best which could be done in this respect would 

be to calibrate the strength parameters with observations. We have followed the alternative way to define 

those areas as erodible where the bed material is most likely weaker than the flow material, based on 

geomorphological evidences, and then tried to quantify erosion by hypothesizing a relationship with flow 

momentum and topography. However, there is an urgent need for more research on how to appropriately 

compute and parameterize erosion through debris flow processes. 
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In this study, we were able to reproduce the generation and dynamic of a debris flow through channel bed 

entrainment thanks to the use of the Pudasaini and Mergili (2019) multi-phase model included in the 

simulation tool r.avaflow, employing an empirical multi-phase erosion model applied with two phases 

(equation 2.1 and 2.2). The r.avaflow tool allows the simulation of different types of mass flows and 

considers the strong relation between the fluid, fine solid and solid momentum transfer. It could therefore 

be used to reproduce the interaction, mixing and separation of up to three considered phases. The 

simulations performed in this study used two phases and showed that the solid and fluid components 

entrained by the flow were mixed and contributed to the momentum increase of the flowing mass. In 

particular, the fluid component played the main role in the entrainment process particularly in the initial 

stage, progressively entraining solid material (the input hydrograph had a 10% solid fraction). At the lower 

end of the computational area, the results of simulation E6 (CE as an exponential function of the slope) 

showed a solid fraction up to 50 – 55% for the two discharge peaks, typical for a mature debris flow. The 

similar solid concentration of the performed simulations can be explained by (i) the value of the bed solid 

fraction (equation (2.1) – (2.2), αs,Emax) fixed to 0.7 and (ii) the effect of the fluid fraction necessary to 

produce drag force for solid phase motion. In particular, if the fluid fraction is not sufficient to move the 

total amount of the solid phase, the solid part tends to deposit and eventually, it can be successively moved 

if the upcoming flow can generate enough drag force. In this way, the simulated solid fraction at the output 

hydrograph never exceeded a value of 0.57 during the flow propagation, as shown in Figure 2.9 for the first 

20 min of the different simulations. Afterwards, the solid component noticeably increased for the deposition 

process caused by the bridge.  

Comparing the simulated and observed entrained volumes and the erosion depths per channel unit for the 

two control areas we found a good accuracy of the simulated amount of entrained material (Table 2.2). The 

peak discharge increased up to four times the input hydrograph for the second surge. The observed and 

simulated entrainment patterns lead to the consideration that erosion processes have to be accurately 

assessed for  the simulation of debris flows over mobile beds since they can notably increase their 

destructive potential as highlighted in earlier studies (Berger et al., 2010; Chen and Zhang, 2015; Gregoretti 

et al., 2019; Mergili et al., 2018; Rosatti and Begnudelli, 2013). In addition, the proposed entrainment 

approach could be straightforwardly applied for the simulation of a dam break scenario. The erosion 

coefficient is really small in the case of flat terrain (CE is never equal to zero), but if the flow momentum 

results high, the fluid flux can trigger a debris flood or debris flow depending both on its momentum and 

terrain topography. The obtained slope-dependent function for CE assessment is at the same time an easy 

and efficient approach to model debris flow erosion. The proposed method can be potentially implemented 

also in other mass flow propagation models, making it a broadly useful approach.    

The investigated case study can be classified as extreme considering the observed erosion rates, caused by 

the availability of a large amount of loose saturated debris. The findings correspond to earlier studies both 

for the Alps (Marchi and Cavalli, 2007) and worldwide, and the erosion model reported here is considered 

suitable to reproduce this event. We can affirm that the model may be used to accurately estimate maximum 
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thresholds of erosion in the simulations of debris flows over natural channels. However, the calibrated 

exponential function to derive the erosion coefficient has to be accurately tested with other case studies to 

evaluate its reliability. Future refinements of the proposed approach might consider other factors affecting 

erosion such as bed confinement and bed forms, and parameters describing the debris flow composition in 

more detail. 

2.7 Conclusions 

We investigated the debris flow event which occurred in 2017 in the Bigontina dolomitic catchment of the 

Eastern Alps in Italy. The event obstructed the bridge of the regional road and successively triggered an 

intense bed load transport event that flooded the village of Alverà causing one fatality. In this study we 

focused on the entrainment processes of the debris flow event. The availability of pre- and post-event 

LiDAR campaigns allowed us to study the spatial patterns of the volumes entrained by the debris flow. We 

then successfully back-calculated the debris flow using the simulation tool r.avaflow and proposing a new 

parameterization of the erosion model. 

Regarding the observed eroded volumes, we compared the investigated event with studies reported in the 

literature and we can define this event as one of the most extreme affecting the eastern Alps, in terms of 

documented erosion. Furthermore, we confirmed that channel erosion is highly correlated with a smoothed 

slope map (Figure 2.7). Moreover, we analyzed the mean erosion depth observed within each channel 

segment (Figure 2.8), and we confirmed the threshold suggested by Kronfellner-Krauss (1984).  

Regarding the back calculation part, we used the Pudasaini and Mergili (2019) multi-phase model included 

in r.avaflow, together with the empirical erosion model. Since erosion is related to slope (Figure 2.7 and 

Figure 2.8), we evaluated different equations to calculate a spatially distributed erosion coefficient based 

on the topographic slope (Figure 2.5). We compared the simulated eroded volumes against the difference 

between the pre- and post-event DTMs. Thereby, an exponential function of the slope turned out as the 

most accurate way to derive the spatially distributed erosion coefficient for simulating the entrainment 

process and to capture the complex dynamics of a composite/double peak triggering event. Another 

important simulation result is the generation of a mature debris flow through progressive entrainment of 

the solid component along the channel path. The input hydrograph is characterized by 10%  solid content 

(Figure 2.4), while at the end of the computational area the solid ratio is 45 - 60% (Figure 2.8), noticeably 

increasing the peak discharge.  

This study highlights that channel erosion processes have to be taken into great account in debris flow 

simulations because they increase destructive potential, times of passage of the surges, and dynamics of the 

events. Furthermore, r.avaflow appears suitable for the simulation of debris flows on erodible channels 

thanks to the multi-phase propagation model in combination with a multi-phase empirical erosion model. 

In particular, we defined a new method to improve the quality of the entrainment parameters by calibrating 

a function for the calculation of the spatially distributed erosion coefficient. Future studies have to confirm 
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and possibly to improve the reported approach in order to make it suitable for predictive simulations within 

the framework of hazard mapping and risk management.  
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3.1 Abstract 

Sequences of erosion control/consolidation check dams are the most widespread channel countermeasure 

in the European Alps. Some of them were built in the past based on ancient technologies. Nowadays they 

may not be fully adequate to mitigate the debris-flow/flood events that are becoming more frequent and 

intense. Consequently, there is the remote possibility that they could fail with disastrous consequences as 

observed in some cases. A reliable methodology to reproduce the effect of check dam collapse has not yet 

proposed. Therefore the aim of this study is to define a procedure to simulate the effect of check dam 

collapse in a debris-flow event. In this study we analysed the catastrophic debris flow occurred in the Rotian 

channel (Italian Alps) during which a series of check dams collapsed magnifying the event and causing 

severe damages. With the aid of field data we reconstructed the event and used the simulation tool r.avaflow 

to reproduce the debris flow. We then defined three scenarios to simulate the event: (A) debris-flow 

propagation over an erodible channel; (B) propagation on a rigid channel bed combined with the release of 

impulsive masses to isolate the analysis of the effect of check dam collapse; (C) a combination of the 

previous scenarios. The simulation performance was assessed analysing the pre- and post-event LiDAR 

surveys. Results showed that the C scenario accurately reproduced the observed debris-flow erosion pattern. 

In particular, we found out that most of the entrained debris volume derived from bed erosion rather than 

the sediment retained by check dams. The adopted method, which composes the contribution of bed erosion 

and check dam collapse, could be of particular relevance for residual risk estimation when mitigation 

structures are old and may fail with potential disastrous consequences. 

 

Keywords: Debris flow, Check dam collapse, Bed erosion, Propagation modelling 
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3.2 Introduction 

Debris flows are rapid mass movements made up by a mixture of water, fine particles, sediment and 

boulders (Hungr et al., 2014; Jakob et al., 2005; Takahashi, 2007). They can develop high velocities (up to 

10 ms−1) generating impressive impact forces (Rickenmann et al., 2003) because of their high bulk density. 

When debris flows affect villages they can completely destroy infrastructures and buildings causing severe 

damage and fatalities (Dowling and Santi, 2014; Larsen et al., 2001). For this reason, debris-flow mitigation 

structures have been built to reduce the associated risk. Such structures mitigate the risk in different ways 

(Huebl and Fiebiger, 2005; Mizuyama, 2008): they decrease the flow velocity and bed erosion rates 

(consolidation check dams), promote sediment deposition (flow breakers, open retention check dams, 

sediment traps, deposition areas, flood reservoir), prevent bed and bank erosion (channelization, bank 

reinforcements, bed sills) and control the flow spread (deflection walls). Such countermeasures are planned 

and located according to the morphology, sediment budget and characteristics of the channel and basin 

(Johnson and McCuen, 1989; Osti and Egashira, 2008). All of these structures have the final goal of 

reducing the potential consequences of debris-flow events. The hazard and risk map is calculated taking 

into account the mitigation structures located in the watershed (Fuchs et al., 2007; Gentile et al., 2007; 

Rodríguez-Morata et al., 2019). A consolidation check dam is the most common type of mitigation structure 

for debris flow within the channel bed (Piton and Recking, 2014). They are transversal structures often built 

in a staircase – like sequence in a way that decreases bed erosion, sediment transport, front velocity, pulse 

behaviour and bank destabilization (Zeng et al., 2009). Even if check dams have been designed taking into 

account the geomorphological conditions after analysing past events, they may not be representative of 

future events (Hübl et al., 2005). In fact, in the last decades climate change has rapidly triggered glacier 

melting, permafrost degradation and taken rainstorms to extremes (Borga et al., 2014; Prein et al., 2016; 

Stoffel et al., 2014; Vagnon, 2020). The expected consequence is an increase of debris-flow severity and 

frequency in terms of water and sediment volume. Moreover, check dams can be damaged by debris flow 

and debris flood over decades, causing scouring erosion to the foundations, damage to the crest and body 

and lateral erosion (Tacnet et al., 2012; Victoriano et al., 2018). Furthermore the correct maintenance of 

mitigation structures is increasingly lacking (Mazzorana et al., 2014). The consequences may lead to the 

collapse of check dams as observed in some cases of extreme events (Benito et al., 1998; Chen et al., 2015; 

Cucchiaro et al., 2019a, 2019b; Wang, 2013). The volume of debris flow increases both because of the 

released material during the collapse and the increase of local channel slope after the collapse (Piton et al., 

2016). As consequence of channel slope increase both entrainment (Gregoretti, 2008; Lamb et al., 2008) 

and transport capacity (Armanini, 2015; Lanzoni et al., 2017; Takahashi, 2007) grow. Therefore the failure 

of a check dam or a series of them can have incredibly severe consequences, and debris flows can likely 

impact areas classified as having no or low risk. Then, the concept that mitigation measures are commonly 

always considered adequate to decrease the event magnitude may not be totally confirmed (Piton et al., 

2016). Scenarios of mitigation structures collapse are seldom considered but they should at least be 

mentioned and taken into account as a remote but possible scenario in the risk assessment framework. 
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Simulation tools can reproduce the dynamic of mass movements (landslides, debris flows, floods) along a 

defined topography given a set of input data (Scheidl et al., 2013). Therefore, the production of hazard 

maps and then risk maps is commonly based on the output of hydraulic and mass flow propagation models 

(Mazzorana et al., 2009; Stecher et al., 2012).  

Simulation tools can be used to assess the effectiveness of check dams (Bernard et al., 2019; Osti and 

Egashira, 2008; Remaître et al., 2008; Liu et al., 2012) and to predict the residual risk in the case of 

protection measure collapse (Tseng et al., 2012). To simulate structure collapse scenarios, the choice of an 

adequate simulation tool is fundamental to reproduce the phenomena in the most reliable way. For debris 

flow phenomena the tool should match different characteristics. (i) It should consider the flow as a biphasic 

mass in order to both accurately represent the behaviour of the debris flow phenomenon (Kean et al., 2013) 

and to reproduce the released or entrained mass since they are characterized by a higher debris content than 

the flowing mass (Papa et al., 2004). (ii) The model should incorporate the flow propagation over erodible 

bed, since erosion processes can be really strong after the structure collapse (Cucchiaro et al., 2019a). (iii) 

The simulation tool should consider (a) the possibility of introducing the volume into the computational 

domain through mass release to represent the volume of debris released after the check dam collapse and 

(b) a solid-liquid hydrograph to introduce the debris-flow routing. Different models for debris-flow 

propagation have been developed in the last years and successfully tested with real case scenarios (Frank 

et al., 2015; Gregoretti et al., 2018; McDougall and Hungr, 2004; O'Brien et al., 1993; Rosatti and 

Begnudelli, 2013). Some of them incorporate an erosion model and the possibility of releasing a mass. 

Among the different tools, r.avaflow (Mergili and Pudasaini, 2021) resulted adequate for structures collapse 

scenarios thanks to its flexibility in introducing the mass in the computational domain, the presence of the 

empirical erosion model (Mergili et al., 2017) and the multi-phase mass flow propagation model (Pudasaini 

and Mergili, 2019). Moreover, r.avaflow have already been used to back calculate geomorphologically 

complex scenarios that include interaction between landslide, glacier, debris flow and lake (Baggio et al., 

2018; Gylfadóttir et al., 2019; Mergili et al., 2020b, 2018). The empirical erosion model has been analysed 

and calibrated for landslide (Mergili et al., 2020a) and debris flow phenomena (Baggio et al., 2021).  

The need to strengthen our capacity to model the effect of the collapse of a series of check dams is still an 

open research question (Zhang et al., 2019) and is motivated by the increasing attention of public authorities 

towards communication of the residual hazard and related risk (Hartmann et al., 2021). The aim of this 

study is to develop and test a procedure to adequately simulate the effect of check dam collapse in case of 

a high-magnitude debris-flow event.  

For this purpose a recent extreme debris-flow event amplified by the failure of a series of check dams is 

presented. Thanks to pre- and post- event surveys and a field campaign, the event is reconstructed. The 

debris-flow hydrograph is estimated and an operative procedure is proposed to simulate the effect of check 

dam failure. Three simulation scenarios are computed to reproduce the effects of check dam failure through 

mass release and channel erosion. The following discussion considers the reliability, implications and 
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generalization of the results. The outcomes of the study highlight a replicable methodologic path that can 

be used to simulate the consequences of check dam failure in debris-flow hazard scenarios for risk mapping. 

 

3.3 Material and methods 

In this section it is first described the characteristics of the Rotian catchment reporting the morphology of 

the channel, the pre-event mitigation structures and fan description. Then the debris-flow event occurred 

on 29th October 2018 is recounted, describing the methods to reconstruct the debris-flow characteristics and 

erosion pattern. Lastly, the simulation model is depicted, as well as the input data to reproduce the event 

and evaluate the simulation performance.   

3.3.1 Study site: the rio Rotian channel  

The rio Rotian channel is a mountainous torrent located in the autonomous province of Trento, in the 

Eastern Italian Alps. The catchment has a total extent of 2.4 km2 and a mean slope of 26.4°, extending from 

an altitude of 2042 to 824 m a.s.l. (Figure 3.1). The shape of the basin is elongated along the main channel 

path in a north – east direction. The geology of the basin is composed by colluvial, alluvial and glacial 

deposits in the lower part (below 1300 m a.s.l.), while the upper part is composed by stratified layers of 

limestone and clay. Due to these geological characteristics, in the last centuries the channel progressively 

deepened, generating a canyon-like incision of around 10–50 m of elevation difference compared with the 

top of the banks. The banks are very steep (range 30–45°) and they are very probably the source of sediment 

supply to the stream in the case of intense runoff.  

The channel is 4.8 km long and has a mean slope of 11.9°. It has been consolidated with a series of 15 

check dams built in 1977 (reach in the range from 1233 to 1030 m a.s.l.) and made of reinforced concrete. 

The check dam mean height is 5.3m (range 2.9–7.8m) for a cumulative sum of 78.9m and a mean channel 

slope of 13°. Immediately downstream of the last check dam the channel bed has been enlarged in order to 

create a depositional area formed by a series of 5 retention basins connected each other by a sloped reach 

(total length 250 m, mean width 25 m). In 2014, a 7.4 m high open check dam was constructed at 989 m 

a.s.l., immediately downstream of the retention basins (Figure 3.1), to increase the deposition of the flowing 

solid component. 

The fan apex is at an altitude of 824m a.s.l. and the fan has an area of 0.38 km2. The channel crosses the 

fan centrally and joins with the Noce river at an elevation of 782m a.s.l. The village of Dimaro is located 

on the fan, mainly consisting of a campsite on the left hand side of the channel and settlements on the right 

hand side.  

In the past, the Rotian channel produced three recorded debris-flow events. The 1776 event was described 

as a catastrophic phenomenon: the channel transported a large amount of sediment to the confluence with 

the Noce river stopping the flow and deviating its original path. In 1882 two debris-flow events of the same 
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magnitude hit the village destroying some settlements and depositing boulders in the fan area. More 

recently, in September 2000, the Rotian channel produced a small debris-flood event where most of the 

transported sediment was deposited upstream of the fan apex and the flow remained confined to the channel 

path. 

 

 

Figure 3.1: overview of the rio Rotian catchment and fan, showing the position of mitigation measures and the surveyed sections. 

In background the slope map. (contour lines altitude difference: 25m). 

 

3.3.2 The 27-30th October 2018 event 

Between the 27th and 30th October 2018 the North-Eastern Italian Alps were hit by an extreme storm, named 

“Vaia”. The event was characterized by intense rainfall associated with high wind speeds, up to 200 km h -

1 (Chirici et al., 2019). Focusing on the rio Rotian basin, the debris flow occurred at the end of the Vaia 

storm on the 29th October. The event was characterized by three different surges occurring at 19:02, 19:48 

and 23:35 CET (Borga and Zaramella, 2020). An analysis of the rainstorm was carried out by Borga and 

Zaramella (2020) using the radar data of the Macaion station (located 32 km in the NE direction with respect 

to the fan apex). They calculated a total precipitation amount of 359 mm for the rio Rotian basin in the 

period 27 – 29th October, corresponding to a return period (three days maximum) of 300 years. Furthermore, 

the most intense precipitation occurred at the end of the event. A further rainfall analysis on the duration of 

the three hours before the event resulted in a return period of 100 years (Borga and Zaramella, 2020). The 
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basin, already stressed by two consecutive days of heavy rainfall, generated a catastrophic debris flow. The 

flow was characterized by major bed destabilization and erosion, which took place starting from the upper 

part of the basin. Propagating downward the flow increased its sediment component and destroyed the 

series of 15 check dams. The collapsed structures released debris that was engulfed by the flow causing a 

further bed instability and triggering a severe erosion process. The open check dam situated at 989 m a.s.l. 

retained a large quantity of the transported debris (32,000 m3) but its storage capacity was not sufficient to 

effectively reduce the debris volume of such an extreme event. Consequently, the debris flow continued 

propagating downwards and flooded part of the fan, depositing a large volume of debris along the roads of 

the village (160,000 m3). The flow affected several settlements and the campsite, causing severe damage 

and one fatality. 

The debris flow was mainly formed by a fine sediment matrix (principally silt and sand) together with large 

rocks and boulders. According to field evidence, the debris flow can be classified as a muddy debris flow 

(Jakob et al., 2005). The front of the debris flow transported big boulders (diameters larger than 1 m and 

up to 6 m) depositing some of them in the fan, near the campsite (Figure 3.2A). A really big boulder 

(estimated volume of 18 m3) was transported probably by the front of the flow and completely closed the 

open check dam (Figure 3.2B). Parts of the collapsed check dams were entrained in the flow and pieces 

were found in the retention basins (Figure 3.2C). In addition, the channel part upstream of the 15 

consolidation check dams exhibited erosion and bank destabilization (Figure 3.2D). 

 

 

Figure 3.2: pictures of the post-event conditions. The debris deposit at the campsite (A), the sediment trap (B), the check dam 

channel reach (C) and the upper part of the channel (D); the white and red lines represent the minimum and maximum debris-flow 

front height with respect to the channel bed.  
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Two days after the event (31st October 2018) the Mountain Basin Service of the Trento province performed 

a drone survey involving the fan area. Seven days later (7th November 2018) the Service surveyed the 

channel in the zone of the sediment trap and retention basin (1050 m a.s.l.), covering a torrent length of 350 

m upstream of the check dam. Fifteen ground control points (GCP) were located within the surveyed area 

and their positions recorded with a high resolution GPS (estimated error of 0.05 m). The acquired images 

were processed to generate a point dense cloud and then a high resolution (0.1 m) digital surface model 

(Basin Mountain Service, 2018).  Regarding the upper part of the channel that was not surveyed with the 

drone flight, we used the 2019 LiDAR data (acquired on 14-15th June 2019 with a 0.5 m resolution) as 

representative of the post-event conditions (no debris flood and flow events occurred between the October 

2018 event and the LiDAR survey). Thanks to the pre-event LiDAR survey (acquired in 2014, 0.5 m 

resolution, error 0.1 m) we then performed a Dem of Difference (DoD) analysis, calculating the eroded and 

deposited volume pattern for the whole channel path and fan area. We used the minimum level of detection 

method (Brasington et al., 2003) to estimate the associated error. The DoD error is the result of the following 

equation  𝛿𝑢𝐷𝑜𝐷 = √𝛿𝑢𝑝𝑟𝑒
2 + 𝛿𝑢𝑝𝑜𝑠𝑡

2  , where δupre and δupost are the pre- and post-event associated DTM 

errors, respectively. The DoD analysis was the basis for the event reconstruction, input hydrograph, 

magnitude estimation and evaluation of the simulation performance. 

On the 12th and 13th November we collected field data walking along the channel bed from the confluence 

with the Noce river to an elevation of 1480 m a.s.l. The grain-size distribution of the debris for three 

different sampling points was collected (two in the channel path and one in the retention basin). Also three 

channel sections were acquired in places where the estimated channel erosion was weak and where the 

maximum flow level was recognizable on both banks. For every section the upward thalweg profile was 

surveyed for a minimum distance of 25 m. The profiles and sections were surveyed measuring the horizontal 

and vertical distance with a TruePulse laser distance meter (accuracy 0.1 m). The maximum flow depth 

(sign of the passage on the banks), flow area and upward thalweg slope were derived. Empirical equations 

reported in the literature were used to back calculate the peak flow velocity (Hungr et al., 1984; Lo, 2000; 

Prochaska et al., 2008; Rickenmann, 1999) and consequently the peak discharge. The general form of 

velocity [m/s] empirical equation is 𝑣 = 𝑎(𝐻𝑏𝑆𝑐) + 𝑑 where H is the flow depth [m], S the slope [m/m] 

and a, b, c, d are empirical coefficients reported in Table 3.1. The calculated peak discharge was compared 

with the empirical equation of Benini (2000), which considers the threshold for motion velocity of a 

sediment particle transported by a debris flow (in this case we considered the maximum particle diameter 

D that was moved): 

𝑣 = [21.8
(𝛾𝑠−𝛾)

𝛾
]
0.5

𝐷0.5        (3.1)

  

where γs and γ are the specific weights of the particle and flow, respectively.  
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Using the DoD map the erosion upstream section 1 was derived to calculate the debris volume. For further 

verification, the obtained value is compared with empirical relationships (Mizuyama et al., 1992).    

Based on the peak discharge and total solid volume estimation, for a modelling aim an input hydrograph 

with a triangular shape was derived, fixing the volumetric concentration of the solid component to 0.5 

(Gregoretti et al., 2018). 

3.3.3 Simulation model and input data 

To back calculate the debris flow, the simulation tool r.avaflow version 2.4 was adopted (Mergili and 

Pudasaini, 2021). The tool implements the multi-phase mass flow model described in (Pudasaini and 

Mergili, 2019). The model can simulate the propagation of different types of mass flows down a general 

topography. The mass can be introduced in the calculation domain simultaneously or alternatively through 

a hydrograph (discharge versus time relation) or a release mass (raster map). An additional function of the 

model is the possibility of releasing the mass from a certain cell at a given time.  

Implementing r.avaflow for the Rotian debris-flow event, the multi-phase model was reduced to a two-

phase model, considering the solid component as debris material and the fluid one as water. The selected 

flow parameters are basically the same values reported in the user manual (Mergili and Pudasaini, 2021). 

We varied two flow parameters in order to reproduce the rheology of a muddy debris flow. In particular, 

the basal friction angle was decreased to 16° and the fluid kinematic viscosity increased to 0.005 m2s-1. 

Furthermore, the tool provides an empirical multi-phase erosion model, calculating for each time step (𝛥𝑡) 

the entrained volume in terms of erosive depths DE by means of the following function of the flow 

momentum (M) (Eq. 3.2 and 3.3): 

                                                          𝐷𝐸,𝑠 = 𝐶𝐸|𝑀𝑠 +𝑀𝑓|𝛼𝑠,𝐸𝑚𝑎𝑥𝛥𝑡 (3.2) 

                                                    𝐷𝐸,𝑓 = 𝐶𝐸|𝑀𝑠 +𝑀𝑓|(1 − 𝛼𝑠,𝐸𝑚𝑎𝑥)𝛥𝑡 (3.3) 

Where CE is the coefficient of erosion, αs,Emax the sediment volumetric concentration of the eroded material 

and M  is the flow momentum. The subscripts s and f refer to the solid and fluid phase of the flow, 

respectively.   

The erosion model requires the assignment of CE, DE,max maximum erosion depth, and αs,Emax. These 

parameters are defined by the user alternatively as a single value or spatially distributed (raster map). The 

maximum erosion depth was set to 10 m (maximum erosion observed) but erosion was not permitted in 

correspondence to the retention basin and sediment trap, since in those locations the channel bed was 

reinforced with stones. Indeed, αs,Emax was set to 0.7, representing the water saturated pre-event soil 

conditions. The value is similar to that observed in the triggering area of two debris-flow basins of Eastern 

Alps (Gregoretti et al., 2019, 2018). Deposition is considered as the remaining mass at the end of the 

simulation time; in this study it is fixed to 3000 s (50 min) for all simulations performed. 
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Regarding the DTM, the 2014 LiDAR derived terrain model was used, representing the pre-event 

conditions. The original DTM was resampled from a resolution of 0.5 m to 2 m for computational speed, 

adopting a mean value method. The DTM was further modified to represent the open check dam, since it 

was under construction in 2014. It has been represented as a rigid wall since the opening had been closed 

by a big boulder, likely transported by the front of the debris flow. We located the input hydrograph 830 m 

upstream of the first check dam in correspondence to the surveyed section 1 (Figure 3.1).  

To reproduce the Rotian debris flow three scenarios representing three different ways to implement the 

check dam collapse were tested: 

A. Scenario representing the propagation of the debris flow over an erodible channel bed (check dams are 

considered erodible). CE is a function of a smoothed slope (SS [%], calculated as the mean value within 

a circular moving window of 5x5 cells) as the most performing function calibrated in (Baggio et al., 

2021) for debris-flow entrainment over erodible channel. 

𝐶𝐸,𝑒𝑥𝑝6 = 10(0.02𝑆𝑠−6.75) (3.4) 

Moreover, the smoothed slope dependent function was varied in the channel reach between the input 

hydrograph location and the check dam 01 (Area 1, Figure 3.4) in order to further improve the 

reliability of the erosion model. In Area 1 the simulated eroded volumes adopting the function of eq. 

3.4 resulted considerably higher than the observed one. Other two functions were tested (reported in 

Baggio et al., 2021) to simulate erosion in Area 1, always based on a smoothed slope: 

𝐶𝐸𝑒𝑥𝑝2 = 10(0.025𝑆𝑠−7) (3.5) 

𝐶𝐸𝑒𝑥𝑝3 = 10(0.03𝑆𝑠−7.5) (3.6) 

 

B. Scenario of a debris-flow propagation over a non-erodible channel bed. The check dam collapses are 

reproduced by debris material released for every check dam. To calculate the release volume an upward 

sliding failure slope of 25° was supposed (angle of repose of debris soaked material; assessed by means 

of local surveys of terrain collapses after the events) as the result of the lack of bed stabilization 

provided by the check dam Figure 3.3. The depth of the released material is then calculated as the 

difference between the original topography (input DTM) and the assumed failure slope plane. The 

calculated mass retained by the check dam is released at the passage of the simulated debris-flow peak 

discharge (estimated with a previous simulation). The solid mass released for every check dam results 

variable in accordance with its height as highlighted in the sketch of Figure 3.3 and the solid ratio has 

been set to 0.8. Such mass was released considering only the channel bed using a mask layer. An 

example of the final released mass height distribution of a check dam collapse is represented in Figure 

3.3. The calculation was implemented as a pre-processing algorithm in the same script to launch the 

mass flow propagation with r.avaflow. The input data required for every check dam is a polyline 
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identifying the downstream border of the check dam step and a mask outlining the upstream channel 

bed. It is also possible to adapt the algorithm to reproduce a partial collapse of a check dam in terms of 

height or width. In the first case (height under collapse) it is just necessary to modify the elevation 

value of the lowest border of the computer generated slope. In the second case (work width under 

collapse) the channel mask can be modified to simulate the check dam collapse for a particular area of 

interest. 

 

Figure 3.3: profile sketch and plan view of the release depth calculation for the simulation of a check dam collapse. 

C. Scenario representing a combination of the previous two scenarios. The mass representing the check 

dam collapse is calculated and released at the peak discharge passage as explained in B. Moreover, 

erosion is allowed in the computational domain and CE has been set to a unique value for the whole 

computational domain. Six simulations were performed where CE was progressively varied from 10-7 

to 10-6.2 kg-1 in order to calibrate the erosion coefficient in accordance with the observed erosion volume 

of the check dam series in the torrent reach under analysis. 

To evaluate the best scenario the observed net balance (difference between deposited and eroded volumes) 

was compared with those simulated for two selected channel reaches. Area 1 represents the channel reach 

between the input hydrograph until 50 m upstream of check dam 1 while area 2 encloses the channel part 

of the check dam series (Figure 3.4). In particular, a simulation was considered accurate when it reproduces 

the balance volume within an error of 20% with respect to the observed value. 
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3.4 Results 

3.4.1 Hydrograph reconstruction 

Hydrograph reconstruction was based on the calculation of the solid volume (DoD map) and on the peak 

discharge reconstruction. Adopting empirical relations, the mean velocity was derived for the debris-flow 

front. Then, the bulked peak discharge was calculated through the product of the wet area surveyed in the 

field and the flow velocity of the front. 

A total of three channel sections and the related upstream channel profile were surveyed, collecting their 

horizontal and vertical coordinates with respect to a reference point (locations are reported in Figure 3.1). 

The maximum flow depth that occurred during the 29th October 2018 event, the upward thalweg slope and 

wet area were estimated. Through the empirical equations, the peak discharges were derived, which are 

listed in Table 3.1. For section 1 the maximum flow depth was modified, decreasing the value of 1.5 m. In 

fact, it was assumed that the channel deepening to the bedrock was caused by the tail of the debris flow and 

not by the front surge under estimation. A sign of such front passage can be identified in the channel banks, 

(Figure 3.2D, white and red lines). The modification of the bed bottom position were supported by 

information on the bed topography from the DoD map. 

Table 3.1: discharge peak reconstruction of the surveyed sections through empirical equations derived from field data. The suffix 

“mod” means that the surveyed max flow depth has been modified. We also report the empirical equations to calculate the max 

flow velocity and consequently peak discharge. 

    Velocity [m s-1] Peak discharge [m3 s-1] 

Section ID 

Max 

flow 

depth 

[m] 

Wet 

area 

[m2] 

Slope 

[m m1] 

Hungr et al. 

(1984) 
Lo (2000) 

Rickenmann 

(1999) & Lo 

(2000) 

Rickenmann 

(1999) 

Hungr et al. 

(1984) 
Lo (2000) 

Rickenmann (1999) 

& Lo (2000) 

Rickenmann 

(1999) 
Mean 

v=0.55H3/2 

S1/2+4.59 

v=3.32H2/3

S1/5+0.70 

v=4.47H2/3 

S1/2+1.71 

v=8.90H0.30 

S1/2+1.06 
Velocity  x  Wet area 

SEZ. 1 3.3 25.4 0.41 6.7 5.4 8.0 8.6 169.3 136.7 203.6 218.3 187.0 

SEZ. 1 mod 1.8 15.8 0.41 5.4 3.8 5.9 6.6 85.2 59.7 92.5 103.5 78.3 

SEZ. 2 3.5 46.5 0.20 6.2 4.1 6.3 6.4 287.9 190.5 292.2 300.0 267.6 

SEZ. 3 8.3 237.4 0.17 9.9 6.2 9.2 8.7 2354.4 1481.4 2176.8 2064.4 2019.3 

SEZ. 3 mod 5.8 82.6 0.17 7.7 5.1 7.6 7.5 638.8 419.8 628.6 616.2 575.9 

 

The calculation of the peak discharge of section 1 is particularly important, since it is the basis for the 

construction of the input hydrograph for the simulation model. From Table 3.1 it is possible to identify the 

peak discharge of section 1 that for the modified section resulted 78 m3s−1, calculated as the mean of the 

empirical equations. The estimated total solid volume from the DoD map resulted 33,600 m3. The value is 

computed as the erosion rate per channel length between section 1 and 2 (equal to 32 m3m−1 according to 

the DoD) multiplied by the channel length upstream of section 1 (1050 m). The estimation has been 

performed due to the impossibility to compute a reliable DoD map upstream of section 1 (presence of 

vegetation cover within the channel and steep slopes not well captured by the post-event survey). Using the 

equation of Mizuyama et al. (1992) the solid volume associated to the peak discharge of 78m3s-1 resulted 
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37,237 m3. The statistical analysis of debris flows occurring in the Eastern Alps by Marchi and D'Agostino 

(2004) corroborated the debris volume of such an event. According to these authors, the maximum debris 

volume (Vs) related to the upper catchment area A [km2] is given by the upper envelope equation: Vs 

=70,000 A, calculating a value of 41,300 m3 for section 1 (upper catchment area of 0.59 km2). This value 

is in line with the debris volume derived from the DoD map upstream of the section 1. Furthermore, the 

peak discharge in section 1 was confirmed by means of the limiting equation (Eq. 3.1) for boulder 

entrainment (max grain diameter 1.0 m), obtaining a value of 81.6 m3s−1. The comparison with equations 

reported in the literature and the DoD analysis confirmed that the calculated peak discharge and associated 

debris volume can be consistently representative of the investigated event.  

We then used these values to build up an input hydrograph with a triangular shape in accordance with field 

observations (Berti et al., 2000; Gregoretti et al., 2019; Kean et al., 2012). We fixed the peak discharge at 

100 s after the hydrograph starts. After the peak, the discharge progressively decreased to zero in a total 

time of 956 s. The solid volumetric concentration was set to 0.5 since the event was mainly triggered by 

the movement of the soaked bed deposits within the whole channel path and eye witnesses reported the 

passage of a dense debris flow.  

Regarding the section 2 the estimated peak discharge is equal to 267 m3/s (mean of all equations). However, 

this value is probably overestimated since the tail of the debris flow eroded the channel bed increasing the 

apparent maximum flow depth, that was measured in the field. Besides, the estimated peak discharge of the 

section 3 was assessed in 575 m3/s (mean of all equations, Table 3.1). Also in this case, the discharge 

assessment is uncertain since a deposition followed by an intense bed erosion influenced maximum flow 

depth measure. 

3.4.2 Erosional and depositional pattern analysis 

The DoD was computed as the difference between the 2019 and 2014 DTM. For our objective, involving 

the check dam collapse simulation, the focus was on the channel reach between the input hydrograph 

location (section 1, Figure 3.1) and the last downstream check dam (right upstream of the retention basin). 

Two areas of interest were defined for the calculation of the eroded and deposited volumes (Figure 3.4). 

The error associated with the DoD map resulted 0.14 m and, adopting the minimum level of detection 

method, the eroded and deposited volumes within the two areas were calculated (Table 3.2).  

In the investigated areas the erosion processes resulted predominant with respect to the depositions one. 

For Area 1 (comprised between 1435 and 1238 m a.s.l for a length of 817 m) intense erosion was observed, 

with an associated volume balance per channel length of 31 m3m−1. In Area 2 (covering the torrent reach 

between 1238 and 1029 m a.s.l for a length of 852 m) the erosion process became more severe. In this 

channel segment the erosion resulted 119 m3m−1. The net balance between eroded and deposited volumes 

consisted in −25,630 m3 (± 1855) and 102,393 m3 (± 4110) for Area 1 and 2 respectively. The erosion depth 

per channel length in Area 1 is typical of debris-flow triggering reaches, while the high values of Area 2 is 

the combined result of the check dam collapses and the successive bed erosion process. As to those areas 
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not directly investigated in this study, the volume balance was computed for the zone of the retention basins 

(from just downstream of Area 2 to the open check, altitude range 1029–989ma.s.l., length 290m) resulting 

in a net balance in favour of deposition of 20,048 m3 (± 2831). The reach downstream of the open check 

dam up to the municipal road (altitude range 1029–928 m a.s.l., length 531 m) exhibited erosion processes 

characterized by a net balance of −18,447 m3. 

Table 3.2: analysis of the volume balance (deposition – erosion) based on the DoD map and comparison with the simulated 

scenarios. * Represents the balance error of the DoD for the investigated area. 

 Area 1 Area 2 

Scenario 

Volume balance 

(deposited – 

eroded) [m3] 

Error 

(simulated / 

observed) 

Volume / 

channel length 

[m3/m] 

Volume balance 

(deposited – 

eroded) [m3] 

Error 

(simulated / 

observed) 

Volume / 

channel length 

[m3/m] 

Observed -25,630 1,855* -31.4 -102,393 4,110* -119.2 

Scenario A (CE: Area 1 -> CE,exp2 ; Area 2 -> CE,exp6) -28,732 1.12 -33.72 -99,492 0.98 -116.8 

Scenario B (mass release – without erosion) 0 - 0.0 -22,304 0.22 -26.2 

Scenario C (mass release and erosion, CE = 10-6.4) -30,864 1.20 -36.2 -109,096 1.07 -128.1 

 

3.4.3 Scenario results 

Three scenarios A, B, C were computed, releasing the selected input hydrograph in section 1. Scenario A 

involved the flow propagation over an erodible channel, scenario B the release of a mass for every check 

dam (sketch in Figure 3.3) and scenario C was a combination of bed erosion and mass release. The total 

volume released by the collapse of the check dam series at the passage of the peak discharge is equal to 

22,304 m3 (scenario B and C). The erosion and deposition patterns of the performed simulations are 

illustrated in Figure 3.4. For scenarios A and C were showed only the simulations best matching the 

observed erosion rates. For scenario A, the best performing simulation is the result of the combination of 

two CE functions (CE,exp2 for Area 1 and CE,exp6 for Area 2, Eqs. 3.5 and 3.4 respectively). Regarding scenario 

C the chosen CE coefficient is 10–6.4 kg−1. In Table 3.2 the comparison between the observed and simulated 

erosion and deposition volumes is reported. For Area 1, representing the channel reach between the input 

hydrograph and the first check dam, scenario A performed best, resulting in a relative error of 12% of 

additional erosion with respect to the observed value. Scenario C predicted a slightly greater volume of 

eroded sediment volume respect to scenario A with an overestimated error for erosion of about 20%. The 

simulated erosion patterns of scenarios A and C resulted slightly different in Area 1. In particular, in the 

scenario A erosion was more variable (more intense for steeper slopes) than in the scenario C for which 

erosion resulted steadier with a more intense process upstream than check dam 01. Anyway, both scenarios 

accurately represented the erosion pattern observed in Area 1, since the relative error resulted equal to or 

lower than 20%. Obviously, in the scenario B no erosion occurred since it has not been permitted in the 

computational domain. Regarding Area 2, representing the check dam series, both scenarios A and C 

represented the observed eroded volume satisfactorily and provided a relative error of −2 and 7% 
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respectively. Instead scenario B predicted just a small amount of eroded/released material (22,304 m3) 

corresponding to the released debris of the check dam collapses only.  

Regarding the erosion pattern in Area 2, we can notice an observed intense erosion process upstream of 

check dam 01 and between check dam 08 and 11 with associated erosion depths reaching a maximum of 

11 m. Moreover, for check dam 06 erosion occurred both upstream and downstream of its position. For 

check dams 02, 04 and 05 erosion mainly occurred downstream, while for check dams 01 and 03 it occurred 

mostly upstream. Regarding Area 2 (check dam series), scenario A and C exhibited a similar pattern. 

Scenario A eroded a large amount of material in correspondence and downstream of the check dams while 

scenario C generated erosion both upstream and downstream. Even if scenarios A and C are both considered 

adequate to reproduce the observed eroded pattern, the two simulations have a different approximation in 

the process representation. The operative procedure developed for scenario C resulted more reliable to 

simulate the effect of check dam collapse than scenario A, since scenario C released the mass retained by 

the check dams at the passage of the peak discharge. The hydrograph in Figure 3.5B of scenario C captured 

this aspect of impulsive mass release as highlighted by a greater peak discharge than scenario A.  
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Figure 3.4: maps representing the observed erosion and deposition depths (DoD) and simulated elevation changes respect the 

basal topography for scenarios A, B and C. 
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The output hydrographs reported in Figure 3.5 show the discharge (debris and fluid component) and solid 

concentration variation over time for location A and B highlighted in Figure 3.4. In location A scenarios A 

and C predicted similar maximum discharges, equal to 107 and 121 m3s−1, respectively. Instead, scenario 

B produced the same discharge as the input hydrograph (78 m3s−1), since entrainment was not permitted. 

Regarding the volumetric solid concentration, scenario A and C showed a stable value around 0.58, while 

for scenario B it resulted lower, equal to the input hydrograph (0.5, constant for the whole passage of the 

debris flow). Regarding the output hydrograph in location B, scenario C predicted the highest discharge 

equal to 99 m3s−1, while scenario A and B resulted 75 and 43 m3s−1, respectively. Scenario A and C exhibited 

a first surge in the front, followed by a higher peak. The discharge of the front surge of scenario C resulted 

greater than scenario A as consequence of the mass released in the proximity of output location B. The 

solid concentration pattern showed a higher value in the front (range 0.6–0.65) and it immediately decreased 

around 0.55 until 17 min of simulation time. Afterward the solid concentration constantly increased to reach 

values around 1 at the end of the simulation time. This behaviour is the result of the deposition process 

caused by the open check dam. The biphasic representation of the flow simulated aggradation of the solid 

component in this area, while the fluid component slowly separated, flowing downstream. The phenomenon 

is captured by the increase of the solid concentration towards 1. 

 

Figure 3.5: Hydrographs representing the total discharge (solid + fluid) and solid concentration over time of the simulation 

scenarios. The input hydrograph is reported for comparison. The locations are reported in Figure 3.4. 

3.5 Discussion 

In this study the Rio Rotian debris-flow event that occurred on the 29th October 2018 was reconstructed. 

The peak discharge was first estimated in the triggering area and then three different scenarios were 

performed using the simulation model r.avaflow, aiming to reproduce the effects of check dam collapses 

during the event. The simulation performance were analysed and evaluated using the observed erosion and 

deposition volumes derived from the DoD map.  

The event peak discharge and total volume at section 1 were evaluated with the DoD analysis and confirmed 

by the equations of Benini (2000) and Marchi and D'Agostino (2004). Some uncertainties still remain in 

the estimation of the hydrograph shape due to the impossibility of the discharge time pattern evaluation 

after the peak passage. However, the choice of a linearly shaped hydrograph is also supported by the 
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observations of two high magnitude debris flows recorded in the triggering area (Simoni et al., 2020). The 

same pattern has been observed in the routing area by Berti et al. (2000) and Kean et al. (2012). In addition, 

also varying the discharge pattern, the simulation results in terms of erosion may not vary consistently, 

since the erosion function is strictly dependent on the flow momentum and its highest value occurs in 

correspondence of the debris-flow front (Berger et al., 2011; McCoy et al., 2012). Regarding section 2 and 

3, their geomorphological conditions did not allow a reliable reconstruction of the peak discharge. In section 

2, the channel bed erosion process did not permit a reliable estimation of the debris-flow front. Instead, for 

section 3 the peak discharge evaluation resulted uncertain because of the large amount of debris deposited. 

Therefore, the estimated peak discharge in section 2 and 3 (Table 3.1) could not be used for the evaluation 

of the investigated scenarios.  

Regarding the DoD we compared the eroded volumes per channel unit with other observations reported in 

the literature in order to estimate its magnitude. Regarding Area 1 (natural channel bed) the erosion resulted 

31 m3m−1, which is a high value compared with other studies in the Alps (Marchi and Cavalli, 2007; Marchi 

and D'Agostino, 2004). For Area 2 (check dam series), erosion resulted 119 m3 per channel unit length and 

can be considered as an extreme value for the eastern Alps (Marchi and Cavalli, 2007) and even worldwide 

(Hungr et al., 2005; Rickenmann and Zimmermann, 1993). However such a high erosion value is the 

consequence of check dam collapse and is fully comparable, in terms of geomorphological estimation of 

debris-flow volumes, to that associated to a triggering area. Analysing erosion in Area 2, this occurred 

predominantly upstream and downstream of the check dam location (Figure 3.4). Deposition process started 

just downstream of check dam 15 where the channel slope becomes gentler due to the presence of the 

retention basins (mean channel slope of the first deposit equal to 8.4°). More importantly, we observed that: 

i) the spatially distributed bed erosion is the dominant mechanism in debris-flow entrainment in the case of 

check dam failure; ii) this erosive pattern is not particularly different from that obtainable in the absence of 

check dams and it cannot be expected in a particular reach of the torrent (e.g., always downstream of the 

collapsed work; Figure 3.4). In fact, the total eroded volume (102,393 m3) is around five time greater than 

the volume estimated and released by the collapse of the 15 check dams (22,304m3) reported in scenario B 

(a sketch for the calculation of the volume released is reported in Figure 3.3). Therefore, the principal cause 

of debris-flow growth is represented by bed erosion as consequence of check dams collapse. A similar 

phenomenon is reported in Benito et al. (1998), where the collapse of retention dams triggered an extreme 

debris-flow event in the Biescas basin (Spain). Similarly to the Rotian channel, the Biescas debris flow 

acquired debris from incision into the unconsolidated glacial deposits after the barrier collapse. A similar 

mechanism of entrainment is also reported in Chen et al. (2015) and Gong et al. (2020), where the collapsed 

check dams destabilized the channel bed, permitting an intense bed erosion process. 

Regarding the simulations, scenarios A and C successfully reproduced the observed erosion volume of the 

check dam series (relative error ≤ 20%). In particular, in scenario C a simulation representing the effect of 

check dam collapse was set up, calibrating an erosion coefficient based on the observed eroded volume. A 

semiautomatic procedure was developed to derive the spatially distributed volume retained by the check 
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dams. The effect of check dam collapse was then simulated through mass release in the computational 

domain synchronised with the peak discharge passage. Furthermore, as observed from scenario C, the 

calibrated CE coefficient was also appropriate to reproduce the erosion pattern of Area 1 (natural channel 

bed). Thanks to the DoD map the observed erosion pattern was reproduced as a combination of two 

smoothed slope dependent erosion functions reported in Baggio et al. (2021). For Area 1, where the erosion 

process resulted less intense, (channel reach upstream of the check dam series) we validated the function 

CEexp2 (Eq. 3.5). Instead for Area 2 (channel reach containing the collapsed check dams) the function CEexp6 

(Eq. 3.4) represented better the erosion process. Then, it is possible to conclude that the effect of check dam 

collapse can be calibrated according to the reach erodibility by simulating this intense erosion process 

similarly to a natural debris- flow channel.  

Based on all results, scenario C resulted more precise and then appropriate to simulate check dam collapse 

than scenario A. However, the simulation setup of scenario A could also be used for check dam collapse 

simulation, but disregarding real local erosion at the check dam locations and aiming to focus only on the 

total amount of entrained debris from the channel bed. Accepting this approximation, the simulation setup 

results easier since it does not require the input on the check dams position and a mask to extract the channel 

bed area.  

The verifications through alternative modelling scenarios also confirmed the outcomes of other studies that 

highlighted the importance of a careful simulation of debris-flow erosion (Armanini et al., 2009; Gregoretti 

et al., 2019; Kean et al., 2013). This is always necessary in case the travelling surge suffers a clear 

modification of its sediment concentration at equilibrium conditions driven by the bed slope, according to 

Takahashi (2007), or due to the input of supplementary water discharge (e.g. inflow from a tributary branch) 

or due to the release of supplementary debris (e.g. check dam failure as in our case). For such reasons 

simulation tools that include the erosion process have to be adopted for the delineation of hazard and risk 

maps.  

In the last decades, attention towards debris-flow structure effectiveness and potential failure consequences 

has been rising due to their age and lack of maintenance, together with the increasing number of people 

living in high risk zones (Mazzorana et al., 2014). In particular, different studies pointed out that 

effectiveness assessment of mitigation structures has to consider potential failures (Chen et al., 2015; 

Dell'Agnese et al., 2013; Piton et al., 2016). Thanks to our back-analysis two joint scenarios for the 

simulation of a check dam series collapse were defined and successfully performed. Other studies 

investigated the debris flow – check dam interaction. Cui and Chen (2021) and Ferrari et al. (2010) analysed 

the dam break effect on laboratory experiments and successfully reproduced the observed behaviour with 

numerical models. Chen et al. (2019) and Marchelli and De Biagi (2019) examined the check dam failure 

condition and debris-flow surge impacting the check dam through simulation models. Sodnik et al. (2013) 

proposed a qualitative approach for the evaluation of the hazard level in case of check dam failure. In the 

mentioned studies some limitations result from the investigation on small scale experiments, the use of 
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single – phase and rigid bed propagation models. The present study, thanks to the availability of a well 

documented catastrophic event and a specific implementation of the r.avaflow model, overtakes these 

limitations and it demonstrates a good performance for a complicate real case. The proposed procedure can 

be directly applied to investigate and assess the potential effects of check dam failure in those torrents 

where mitigation structures may partially or totally fail. Such a simulation is also capable of driving our 

decision on maintaining or not ancient check dams in torrents that have been heavily managed in the last 

centuries (1800 and 1900) and where the erosion control works are in remote wild valleys with difficult 

access for vehicles and manpower. The results could be used to update the actual debris-flow risk 

assessment maps (Mazzorana et al., 2009) and help civil authorities in raising residents' awareness of 

debris-flow events. 

3.6 Conclusions 

The study described a catastrophic debris-flow event occurred in the Eastern Italian Alps at the end of the 

Vaia storm (October 2018). The event was characterized by the collapse of 15 check dams, which 

destabilized the channel bed. The entrained material increased the debris-flow volume causing sever 

damages in the fan area. Thanks to the LiDAR and field data, the depositional-erosional pattern of the 

debris flow was successfully reconstructed. Three complementary different scenarios were implemented to 

simulate the check dam collapse through bed erosion and mass release. For two of the proposed scenarios, 

a semi-automatic procedure was developed to calculate the mass release in the case of check dam collapse. 

The adopted mass flow model r.avaflow resulted particularly suitable for this purpose due to its flexibility 

in introducing the mass within the computational domain. The observed debris-flow entrainment process 

in the check dam area mainly occurred through bed erosions rather than released masses. In fact, the total 

eroded volume resulted five times greater than the estimated volume released by the fifteen check dams 

(scenario B). The results, together with other companion literature findings, suggest that the effect of check 

dam failures is often over-estimated as to its power in magnifying the damage. The coefficient of erosion 

calibrated in Baggio et al. (2021) also resulted suitable to predict the eroded volumes as consequence of 

check dam failure. This scenario could be immediate to implement for an approximate simulation of the 

effect of check dam failure.  

Summarizing all our findings, we can state that, in the lack of a model capable to simulate check dam 

collapse and debris flow erosion with a unique simulation, the proposed procedure resulted to be suit- able 

to update the hazard maps in debris-flow channels where mitigation structures are getting old, and to reduce 

the possible consequences for citizens and infrastructures. 
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4.1 Abstract 

Surface roughness influences the release of avalanches and the dynamics of rockfall, avalanches and debris 

flow, but it is often not objectively implemented in natural hazard modelling. For two study areas, a treeline 

ecotone and a windthrow-disturbed forest landscape of the European Alps, we tested seven roughness 

algorithms using a photogrammetric digital surface model (DSM) with different resolutions (0.1, 0.5 and 

1 m) and different moving-window areas (9, 25 and 49 m2). The vector ruggedness measure roughness 

algorithm performed best overall in distinguishing between roughness categories relevant for natural hazard 

modelling (including shrub forest, high forest, windthrow, snow and rocky land cover). The results with 

1 m resolution were found to be suitable to distinguish between the roughness categories of interest, and 

the performance did not increase with higher resolution. In order to improve the roughness calculation along 

the hazard flow direction, we tested a directional roughness approach that improved the reliability of the 

surface roughness computation in channelised paths. We simulated avalanches on different elevation 

models (lidar-based) to observe a potential influence of a DSM and a digital terrain model (DTM) using 

the simulation tool Rapid Mass Movement Simulation (RAMMS). In this way, we accounted for the surface 

roughness based on a DSM instead of a DTM, which resulted in shorter simulated avalanche runouts by 

16 %–27 % in the two study areas. Surface roughness above a treeline, which in comparison to the forest is 

not represented within the RAMMS, is therefore underestimated. We conclude that using DSM-based 

surface roughness in combination with DTM-based surface roughness and considering the directional 

roughness is promising for achieving better assessment of terrain in an alpine landscape, which might 

improve the natural hazard modelling. 
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4.2 Introduction 

Surface roughness is a topographic parameter commonly used to identify and characterise surface features, 

such as different vegetation types (Stambaugh and Guyette, 2008) and geomorphological characteristics 

(Cavalli et al., 2008; McKean and Roering, 2004; Nguyen and Fenton, 2005). Quantifying surface 

roughness is thus central for the estimation of various biophysical characteristics and ecosystem services 

(Koponen et al., 2004; Wu et al., 2018). With the increasing availability of high-resolution remote sensing 

data, it is increasingly possible to quantify surface roughness over larger areas and to estimate how related 

ecosystem services and climate feedbacks change over time (Mina et al., 2017; Myers-Smith et al., 2015; 

Nel et al., 2014; Palomo, 2017). Surface roughness has effects on one of the most relevant ecosystem 

services in mountain regions: gravity-driven natural hazards. In particular, the occurrence and runout 

distance of rockfall, debris flows and snow avalanches are influenced by terrain roughness and land cover 

(Baroni et al., 2007; May, 2002; Michelini et al., 2017; Teich et al., 2014). In the following sections, we 

describe the most frequent gravity-driven natural hazards affecting the European Alps, highlighting why it 

is important to consider surface roughness and land cover when modelling and predicting such phenomena. 

Debris flows can be defined as gravity-driven flows consisting of interacting phases, mainly a debris and a 

fluid phase (Jakob et al., 2005; Pudasaini, 2012; Takahashi, 2000). Approaches to modelling flow 

propagation are numerous (Frank et al., 2017; Pudasaini and Mergili, 2019). They can represent the flow 

as a single phase or multiple phases consisting of solid and water components propagating through a given 

topography (Christen et al., 2010; Rosatti and Begnudelli, 2013). Some of them include a spatial variability 

of the friction parameters and can even simulate erosion processes (Hungr and McDougall, 2009; Mergili 

et al., 2017). However, a relatively small number of them consider the presence or absence of forest and 

the surface roughness (May, 2002). Ishikawa et al. (2000) emphasise the importance of the land cover 

(especially forests) as an active prevention measure for stabilising slopes and reducing the debris flow 

runout distance. Tree and shrub parameters are known to influence the velocity and runout distance in 

different parts of a debris flow fan (Ishikawa et al., 2000; Michelini, 2016). On the other hand, intrinsic 

physical characteristics and the solid volume concentration of the routing flow are important parameters in 

determining the interaction between debris flows and surface roughness. In particular, debris flows with a 

high concentration of the solid component exhibit a strong interaction with forest structure (Michelini et 

al., 2017). A spatially distributed surface roughness map can increase the reliability of debris flow 

simulations. This aspect is of particular importance in extreme scenarios where the mass flow can spread 

outside the main channel path, propagating on other surface types. 

Rockfall processes are influenced by topographic parameters (slope and terrain curvature), surface 

roughness and land cover (Pfeiffer and Bowen, 1989; Wang and Lee, 2010). Surface roughness and land 

cover influence the contact angle between the rock and the surface, changing the velocity by rolling and 

sliding (Wang and Lee, 2010) and influencing the runout distance (Caviezel et al., 2019; Dorren et al., 

2005; Lopez-Saez et al., 2016). Vegetation decreases the energy of moving rocks and eventually stops them 
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(Jonsson, 2007). Tree density and size are fundamental characteristics for assessing the protection function 

of the forest (Dorren et al., 2015). 

Surface roughness is an important parameter in relation to snow distribution (Lehning et al., 2011), and it 

is particularly crucial in preventing weak layers and avalanche formation and release (Schweizer et al., 

2003; Viglietti et al., 2010). The supporting force of tree stems and the heterogeneity of the forest snowpack, 

influenced by crown interception, reduce the release of slab avalanches (Bebi et al., 2009; McClung and 

Schaerer, 2006; Schneebeli and Bebi, 2004; Teich et al., 2012b). The anchoring effect of the vegetation in 

snow gliding has been demonstrated in several studies, and the density, height and heterogeneity of 

vegetation cover are crucial characteristics (Endo, 1983; Feistl et al., 2014; Höller, 2001, 2013). 

Furthermore, surface roughness has a critical impact on the flow path and runout distance of avalanches 

(Bühler et al., 2011). 

Terrain roughness is increasingly considered an important factor when evaluating vegetation effects on 

natural hazards and also more generally in large-scale hazard mapping. Moreover, vegetation effects on 

snow avalanches, rockfall and debris flows are often strongly dependent on the type of vegetation and on 

potential changes in vegetation over time (Bigot et al., 2009; May, 2002). Digital surface models (DSMs) 

capture surface characteristics and, depending on the frequency of acquisition, detect land cover changes 

over time. Distinguishing among different vegetation types and assessing their effects on natural hazards is 

particularly important for spatially and temporally changing vegetation patterns in mountainous terrain. 

While the consideration of dense forest cover in natural hazard models is already advanced (Bühler et al., 

2018; Feistl et al., 2015), this is clearly not the case for shrub forests, very open forest structures and early 

successional stages of forest cover, which occur predominantly near treeline or after natural or 

anthropogenic disturbances (windthrows, bark beetle outbreaks, wildfires and logging operations). 

Furthermore, treeline ecotones are generally shifting upwards, and natural disturbances are expected to 

increase in the future, both due to global changes (Harsch et al., 2009; Seidl et al., 2017). Such regions are 

typical release and transition areas for gravitational hazards like snow avalanches, rockfall, landslides and 

debris flows. Widespread changes in landscape lead to shifts in vegetation composition (Tasser and 

Tappeiner, 2002), thus influencing surface roughness. It is necessary to understand which natural hazard 

processes can be expected with further changes and to map where these natural hazards may occur, as the 

frequency, intensity and extent of natural hazards may increase with decreasing surface roughness. 

Groups of trees and shrubs in treeline ecotones are not usually characterised as forest, even if they influence 

the release and dynamics of natural hazards (Elliott, 2017). It would thus be useful to improve the 

characterisation of surface roughness calculated outside and inside mapped forest vegetation and to include 

lower vegetation, shrub forests and dead wood, which are not classified as forest. Natural disturbances, 

such as windthrow and bark beetle outbreaks, alter the forest structure and thus change the forest protective 

function. Such natural disturbances are expected to become more frequent and severe under climate change 

(Bebi et al., 2017; Seidl et al., 2017), and forest protective functions may be reduced. The protective 
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functions against snow avalanches, rockfall and debris flows are particularly at risk when a large-scale 

disturbance occurs and affects forests at the stand level. Windthrow creates a high degree of surface 

roughness from downed trees, root plates and stumps. In the case of snow avalanches, surface roughness 

modifies snowpack properties and offers direct support (Schneebeli and Bebi, 2004), which, similarly to 

forest, may have the ability to hinder the formation of continuous weak layers (Schweizer et al., 2003). 

Leaving dead wood in place in protection forests after a windthrow event or bark beetle outbreak may thus 

offer sufficient protection capacity against snow avalanches until the post disturbance vegetation can take 

over this function (Wohlgemuth et al., 2017). Likewise, increased surface roughness from dead wood may 

considerably decrease the runout distance of rockfall processes (Fuhr et al., 2015; Bourrier et al., 2012; 

Ringenbach et al., 2021). 

There are many algorithms quantifying surface roughness, indicating the variability of a certain topographic 

variable (slope, elevation, aspect, curvature and vector dispersion) within a certain area defined by a certain 

number of neighbouring cells (moving window) (Evans, 1984; Haneberg et al., 2005; Hobson, 1967; Philip 

and Watson, 1986; Sappington et al., 2007; Smith, 2014). In this study we consider roughness algorithms 

requiring a digital elevation model (DEM) as input. Surface roughness maps based on the analysis of a 

DEM are influenced by its resolution (Shepard et al., 2001) and moving-window size (Grohmann et al., 

2011). Higher DEM resolutions (<1 m) allow us to see more detailed terrain, but they are usually only 

available for smaller areas. DEM-based surface roughness algorithms calculate the roughness value by 

analysing a certain number of neighbourhood cells. In such a sense, most of the roughness indices reported 

in literature considered the DEM as an isotropic surface. However, the concept of surface anisotropy is of 

fundamental importance for the investigation of geomorphological features and channelised or dispersed 

flows (Busse and Jelly, 2020; Insua-Arévalo et al., 2021; Middleton et al., 2020). If the surface shows an 

anisotropic texture, the flow resistance is directly influenced by obstacles disposed along the flow direction. 

Since the investigated natural hazards show a predominant diffusion direction identified as the combination 

of terrain slope and curvature, texture anisotropy has to be taken into account when simulating mass flows 

(Roy et al., 2016; Viero and Valipour, 2017). Some attempts to calculate the roughness along a given 

direction have been made, but they have not yet been applied to large-scale hazard mapping (Michelini, 

2016; Trevisani and Cavalli, 2016). However, the investigated natural hazards have a predominant diffusion 

direction identified as the combination of terrain slope and curvature. Some studies implemented the surface 

roughness along a predefined direction (Michelini, 2016; Trevisani and Rocca, 2015). The direction for 

which roughness has been computed, usually derived through a GIS algorithm (D8 or D-infinity), is applied 

to the original or smoothed digital models. However, the direction derived through neighbourhood cell 

analysis could not be the same as that of the mass flow propagation. Such behaviours may be observed 

when the routing volumes are extreme, and therefore in some particular situations the propagation direction 

may be defined by its inertia rather than the topography (Guo et al., 2020). In other cases, the particular 

mountain topography may force mass flows to affect the opposite hillside of the valley through a runup 

mechanism (Iverson et al., 2016). Furthermore, the flow direction of banks and channel side features 
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computed with GIS algorithms do not usually correspond to the mass flow direction. In this situation bank 

direction can be improved through a smoothing process of the DTM in order to remove gullies and channels 

from the basal topography. This technique can be easily applicable in the case of regular channels, but it 

could become more complex when the channel morphology is irregular, since it could oversimplify the 

basal topography. For such reasons in this study, we propose a novel approach to calculate surface 

roughness along user-defined lines. 

In this study we compare the efficiency of seven widely used algorithms applied to high-resolution remote 

sensing data in distinguishing among different surface roughness categories in two study areas. We 

specifically addressed the following research questions. (a) How well can different surface roughness 

categories be distinguished with the selected algorithms? (b) What is the influence of the DSM resolution 

and moving-window area on the roughness classification? (c) Is it possible to improve the roughness 

calculation by introducing a directional roughness along the predominant mass flow direction? (d) How 

much can a mass flow simulation improve if roughness is properly taken into account? 

4.3 Methods 

We identified and tested seven algorithms calculating surface roughness in order to understand which 

algorithm is the most suitable for terrain feature classification. The algorithms were chosen based on a 

literature review. Only those algorithms that are recognised for their ability to provide an accurate 

estimation of vegetation cover were selected. We tested these algorithms on two study areas to evaluate 

their performance in identifying the ground features of interest: biomass on the ground (disturbed forest), 

rocky surface, short vegetation and forest. We selected algorithms that use a DEM, and we used the digital 

surface model (DSM), as it represents all the ground features of interest. 

We selected two study areas, where a high-resolution DSM (0.1 m), derived by photogrammetry, and high-

resolution (0.5 m) lidar data were available and where relevant terrain features of disturbed mountain forest 

landscapes and treeline ecosystems were represented. To evaluate the effects of different cell resolutions, 

we tested three DSM resolutions, equal to 0.1, 0.5 and 1 m, resampling the 0.1 m photogrammetric DSM 

to 0.5 and 1 m (method: mean value). In previous studies the scale of the roughness calculation has been 

represented as a moving window identified by the number of cells (Grohmann and Riccomini, 2009; 

Michelini et al., 2017), which can result in different analysed areas (a moving window of 3×3 m with a 

resolution of 1 m results in an area of 9 m2, but with a resolution of 2 m the area is 36 m2). We therefore 

compared the roughness algorithms (Table 4.1) using different moving-window areas instead of different 

moving windows (number of cells used). With this moving-window area approach, the number of cells 

differs according to the DSM resolution, but the analysed area remains the same. The effect of scale was 

analysed using the smallest moving-window areas in order to preserve the detailed terrain from the high-

resolution DSMs. The moving window for different resolutions was approximated to the greater odd 

number. Using seven different algorithms to calculate roughness with three resolutions (0.1, 0.5 and 1 m) 

and three moving-window areas (3×3 m, 5×5 m and 7×7 m) resulted in a total of 63 combinations. We 
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statistically tested (Sect. 2.3) how well these algorithms, in different combinations of spatial resolution and 

moving-window area, can distinguish between the seven roughness categories presented in Table 4.2. 

Table 4.1: Summary of the seven algorithms used to compute the terrain roughness. 

 

After choosing the best performing algorithm to distinguish between the categories, we tested the difference 

between using a DSM and a DTM as an input for calculating the surface roughness. We also simulated an 

avalanche on both the DSM and DTM to observe the influence of the surface roughness on the avalanche 

runout distance. The surface roughness and its impact on the runout distance of an avalanche are 

demonstrated when using a DSM, whereas the surface roughness is filtered out when a DTM is used. 

Table 4.2: Roughness categories using orthophotos and the vegetation height model (VHM) were selected to evaluate the different 

surface roughness algorithms. 

 

4.3.1 Study areas 

The two selected study areas, Braema and Franza, are located in the central and eastern European Alps 

(Figure 4.1a). Braema (Figure 4.1b) is an example of a treeline ecotone with treeline expansion. Franza 

(Figure 4.1c) was impacted by the 2018 storm Vaia and is an example of fully wind-thrown forest. 
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Figure 4.1: (a) Locations of the study areas in the central and eastern European Alps (map source: © OpenStreetMap 

contributors 2021; distributed under the Open Data Commons Open Database License (ODbL) v1.0.). (b) Braema, located close 

to Davos (Grisons, Switzerland; orthophoto in the background (© swisstopo, 2021) and orthophoto in the front from the drone 

flight 2019), and (c) Franza, located in the Dolomites (Veneto, Italy; orthophoto from the drone flight 2019). 

 

4.3.1.1 Braema 

The Braema study area is located in south-east Switzerland near Davos (canton Grisons). The elevation 

varies between 1550 and 2300 m a.s.l., and the aspect is mostly north-eastern. The upper part ranges in 

slope from 30 to 45∘ and is covered mainly by meadow and rocky terrain. The area is steeper between 2000 

and 2200 m a.s.l. (40–45∘), where it is defined by open terrain and sparse vegetation. The study area also 

includes four valley channels. They are wider and less delineated at higher elevations but become narrower 

with decreasing elevation. At the lower elevations the banks of these gullies are stabilised by shrub forest 

dominated by green alder (Alnus viridis). Timber forest occurs below 1900 m a.s.l. on a moderately steep 

(less than 30∘) to very steep slope (up to 45∘). The dominant tree species is Norway spruce (Picea abies) 

with admixed European larch (Larix decidua) at high elevations (around 1800–2000 m a.s.l.). Avalanche 

barriers are present in the upper part of Braema, which served as a reference element for surface roughness 

in this study (Sect. 3.1). 

The area of almost 1 km2 was surveyed on 17 June 2019 using a senseFly eBee+ drone (Lausanne, 

Switzerland) equipped with an RTK GNSS system for accurate georeferencing (better than 5 cm). The 404 

photos were acquired with a SODA camera (focal length 10.6 mm, pixel size 2.4 µm) at a mean flight height 

of 148 m above ground and an overlap of 60 % (across track) and 70 % (along track), resulting in an average 

ground sampling distance (GSD) of 3 cm. This imagery was successively processed with the software 

Metashape (Agisoft LLC, Saint Petersburg, Russia), resulting in a point cloud with an average density of 

263 points m−2. The point cloud was then processed into a DSM with a cell size of 0.1 m. 



75 

 

4.3.1.2 Franza 

The Franza study area is located in the Dolomites, Italy, near the village of Livinallongo del Col di Lana 

(Veneto region). The elevation ranges between 1650 and 1950 m a.s.l., and the aspect is south-western. The 

area extends for 12 ha and includes the Ru de Andraz stream in the lower part. The area was strongly 

affected by the storm Vaia of 29 October 2018, which uprooted a large part of the forest stand. The fallen 

trees were left on the ground, and the area was not involved in forest management, except for the forest 

road, which was cleared of biomass. The remaining forest is just 5 %–10 % of the original forest cover. The 

central upper part of this area is covered by meadows and young open forests, which were not affected by 

the storm. The disturbed forest was dominated by Norway spruce (Picea abies) with admixed silver fir 

(Abies alba). European larch (Larix decidua) was the only tree species to survive the storm. The mean 

inclination of the area varies between 30 and 40∘. 

The area was surveyed using a Phantom 4 drone (DJI, Shenzhen, China) with ground control points for 

image georeferencing. The drone flight took place on 26 October 2019, and the 971 images were 

successively processed in Metashape. The mean flight height was 45 m above ground, and the image 

overlap was greater than 70 %. The result was a DSM with a cell resolution of 0.05 m and a mean point 

density of 557 points m−2 (ground control point residual error in x, y and z: 3.7 cm), which was resampled 

to 0.1 m (mean value method) and cropped to 11 ha for this study. 

4.3.2 Surface roughness algorithms 

In order to describe the roughness, which consists of both geomorphological features and vegetation, we 

selected and tested seven algorithms using high-resolution DSMs. We selected widely used roughness 

algorithms already applied in the context of natural hazard modelling (Bühler et al., 2013; Crosta and 

Agliardi, 2004; Pfeiffer and Bowen, 1989; Veitinger and Sovilla, 2016; Wang and Lee, 2010). They are 

based on standard deviation and vector dispersion approaches calculated in a certain moving window. We 

then tested them with different spatial resolutions (0.1, 0.5 and 1 m) and moving-window areas (9, 25 and 

49 m2) on both study areas. The selected algorithms are summarised in Table 4.1. 

4.3.2.1 Area ratio 

The area ratio is the ratio between the real area and the flat area occupied by the square cell of the DSM 

(Hobson, 1967). The real area is computed using the slope algorithm implemented in GRASS GIS (Horn, 

1981; Mitasova, 1985). The final map representing the area ratio is then smoothed using an average value 

within a moving window defined by the user. The area ratio is close to 1 for flat areas, while it extends up 

to an infinite value for extremely steep areas. In this study the algorithm was implemented as a shell script 

and run in the GRASS GIS environment (GRASS Development Team, 2021). 

4.3.2.2 Vector ruggedness measure 

For the vector ruggedness measure, the unit vector normal to the raster cell is decomposed in the 

relative x, y and z directions using the slope and the aspect of the cell through standard trigonometric 

functions (Durrant, 1996; Pincus, 1956). Its measure and computation are fully described in Sappington et 
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al. (2007). The resultant vector is calculated over a user-defined moving window. The strength of the vector 

is normalised for the total number of cells included in the moving window. In this study the algorithm was 

implemented as a raster module in GRASS GIS called r.vector.ruggedness. 

4.3.2.3 Standard deviation of slope and profile curvature 

The standard deviation (SD) of the slope represents the slope standard deviation within a defined moving 

window (Grohmann et al., 2011). The slope is derived from the DSM using the algorithm r.slope.aspect 

implemented in GRASS GIS derived from the formula proposed by Horn (1981). With the same approach, 

the standard deviation of the profile curvature (second derivative of the elevation) is computed within a 

moving window (Grohmann et al., 2011). Here, both algorithms were implemented in a shell script and run 

in GRASS GIS. 

4.3.2.4 Standard deviation of residual topography 

The SD of residual topography is computed as the SD of the difference between a smoothed DEM and the 

original one. The SD is calculated within a moving window defined by the user. This approach is widely 

used because it can be applied to different data types, such as point clouds (Vetter et al., 2011), satellite 

imagery (Gille et al., 2000; Schumann et al., 2007) and DEMs (Glenn et al., 2006; Cavalli and Marchi, 

2008). In this study we calculated the smoothed DEM as the average value within a moving 

window 10×10 m independently from the input DEM resolution. The moving window used to compute the 

smoothed surface is automatically adjusted according to the model resolution. In this study this approach 

was implemented in a shell script and run in GRASS GIS. 

4.3.2.5 Terrain ruggedness index 

The terrain ruggedness index (TRI) is calculated as the mean change in elevation between a centre cell and 

its neighbours defined by the user (Riley et al., 1999). It represents the absolute variation between the centre 

cell and the surrounding cells. The index is similar to the average deviation of the centre absolute value, 

but it differs by the use of the centre cell. In the TRI, the centre cell is used as the reference instead of the 

average value of the cells within the defined moving window, thus emphasising the roughness. For this 

reason, TRI is more effective for highlighting the terrain features, especially in a small-scale analysis. In 

this study the algorithm called r.tri was implemented as a raster module in GRASS GIS, where it is possible 

to define the size of the moving window. 

4.3.2.6 Vector dispersion 

Vector dispersion is calculated as the orientation of a three-dimensional surface for the region of interest 

(Hobson, 1967). The different planes of the DSM are approximated by normal unit vectors, and the relative 

mean, dispersion and strength are calculated using the methods explained by Fisher (1953) and successively 

adapted by McKean and Roering (2004). This algorithm measures the degree of dispersion of the unit 

vectors in a given moving window. Here, the script was implemented as a raster GRASS GIS module called 

r.roughness.vector (Grohmann et al., 2011). To obtain the vector strength, the direction cosine maps are 

first calculated Eq. (1) and successively summed for a user-defined moving-window Eq. (2). The vector 
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strength (R) and vector dispersion (k) are derived with Eqs. (3) and (4), respectively, where N is the number 

of vectors. The vector dispersion has low values for regular smooth surfaces because the vectors are parallel 

and the vector strength becomes closer to the number of vectors. This algorithm is sensitive to small-scale 

variation in elevation and is therefore considered suitable for detecting vegetated areas. 

𝑥𝑖 = 𝑠𝑖𝑛𝜃𝑖𝑐𝑜𝑠ф𝑖𝑦𝑖 = 𝑠𝑖𝑛𝜃𝑖𝑠𝑖𝑛ф𝑖𝑧𝑖 = 𝑐𝑜𝑠𝜃𝑖        (1) 
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4.3.3 Design and statistical analysis of roughness categories 

Seven different roughness categories (Table 4.2) were chosen using orthophotos from the two study areas 

(Figure 4.2). In order to distinguish between the categories “very smooth” and “smooth” and between 

“shrub forest” and “high forest”, we used a vegetation height model (VHM), which we calculated as the 

difference between the digital surface model and digital terrain model (VHM = DSM − DTM; we used the 

lidar data described in Sect. 2.5 lidar-based roughness). The “snow” category was selected as the control, 

since in our case this surface is the smoothest and should therefore have the lowest roughness values. The 

very smooth category is dominated by features with heights up to 0.5 m, and the smooth category mainly 

includes features from 0.5 to 1 m height. Both of these categories are dominated by lower vegetation, which 

is not considered important for the interaction with natural hazards. Shrub forest is mainly composed of 

green alder and smaller trees between 3 and 5 m tall, while the high forest category has a minimum tree 

height of 10 m. 
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Figure 4.2: Roughness categories were selected based on the orthophoto alone (a) and (c) (drone flights, 2019) and with the 

vegetation height model (VHM, produced as the difference between the DSM and DTM provided by the Federal Office of 

Topography for Braema (© swisstopo, 2018) and Veneto region for Franza; b and d). The Braema study area (Grisons, 

Switzerland) is shown in (a) and (b), and the Franza study area (Veneto, Italy) is shown in (c) and (d). 

Control areas of 10×10 m were manually selected using the orthophotos in order to extract the calculated 

roughness values and compare these values for different categories. The number of values extracted per 

category depended on the spatial resolution. A higher spatial resolution (0.1 m) results in 10 000 values per 

feature, a medium resolution (0.5 m) results in 400 values per feature and a lower resolution (1 m) results 

in 100 values per feature. We randomly sampled all the values to obtain 1000 values per roughness category 

for analysis. We statistically analysed (paired Wilcoxon test) the algorithms to determine the overlapping 

distribution of pairs of roughness categories. The tested algorithm in the corresponding resolution and 

moving window was able to distinguish between the roughness categories in cases where there was a 

significant difference (p value < 0.05) between the categories. In order to obtain a classification based on 

threshold values for a technical purpose, we analysed the kernel density distribution between the roughness 

categories (Table 4.2), after evaluating the best-performing algorithm, to determine the point of minimum 

overlap. We used the overlap function (overlapping package; Pastore, 2018; Pastore and Calcagnì, 2019) 

implemented in R (R Core Team, 2021). This intersection is the threshold between two roughness 

categories. 

4.3.4 Directional roughness 

Since mass flows have a propagation direction, one of our aims was to improve the roughness calculation 

along the expected direction of diffusion. For this purpose, we modified the SD of residual topography 

algorithm to test the roughness improvement along open slopes, valleys and gullies. The directional 
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roughness is computed as the SD of the residual topography where only a subset of the neighbourhood cells 

are analysed for 16 directions. The roughness direction is identified using a manually designed polyline. In 

accordance with the direction given by the polylines, the algorithm computes the SD of six or four cells, 

without considering the central cell value of the moving window (the resolution used was 1 m, and the cell 

moving-window area was 9 m2). We calculated the directional roughness for the Braema study area only. 

In order to better understand the effects of the directional roughness, we manually identified four transects 

(Figure 4.3) and compared the directional and non-directional roughness. 

 

Figure 4.3: Four transects within gullies in the Braema study area (Grisons, Switzerland; orthophoto from the drone flight, 2019). 

The surface roughness was analysed using non-directional and directional SD of residual topography. 

4.3.5 Lidar-based roughness 

For the best performing algorithm, we compared the terrain roughness from the DSM and a lidar-based 

DTM. Lidar data were acquired in July 2019 (>35 points m−2) for Franza and in August 2015 for Braema 

(>18 points m−2). Regarding the Franza study area, the DSM and DTM were already produced for the 

Veneto region as a raster layer at the final resolution of 0.5 m. The lidar survey of the Braema area was 

acquired with an LMS-Q 780 and was part of a larger surveying campaign and was provided by the Federal 

Office of Topography. The final DEM products were resampled to a resolution of 0.5 m. 

Based on the results of the roughness algorithm evaluation, we calculated the terrain roughness for the 

DTM and the DSM using the vector ruggedness measure algorithm (moving-window area of 49 m2 and cell 

size of 0.5 m). We then plotted the results to highlight the differences in terrain roughness. 

4.3.6 Case study: snow avalanche modelling 

To investigate the importance of terrain roughness on the numerical simulation results, we implemented a 

snow avalanche simulation. We performed a total of four simulations using two types of terrain morphology 



80 

 

(the lidar-derived DTM and the DSM) for both of the study areas. The simulation tool that we applied is 

the snow avalanche module of RAM (Christen et al., 2010), version 1.7.20. We identified one release area 

for each study area based on topographic and vegetation analysis (terrain slope, curvature and land cover). 

The release depth was homogeneous and we set it to 1 m, accounting for a total volume of 

1457.9 m3 (Braema) and 284.8 m3(Franza). We used the automatically calculated friction values for 

different topographic conditions based on the return period (30 years) and volume (small and tiny for 

Braema and Franza, respectively), as described in the RAMMS user manual (Bartelt et al., 2017). The 

forested areas are based on the forest characteristics specified in Swiss law (Brändli and Speich, 2007) and 

delineated using an orthophoto. We determined the runout distance manually as the projected run length in 

the main flow of the avalanche, where the maximum flow depth of the simulated avalanche drops to zero 

(Brožová et al., 2020). We also evaluated the maximum flow height over the simulation duration. 

 

4.4 Results 

4.4.1 Roughness classification and algorithm evaluation 

Four of the seven selected roughness algorithms were found to be suitable for distinguishing the 

investigated vegetation types and other land-cover categories, as shown in Figure 4.4, without any 

overlapping pairs. However, there were important differences according to the spatial resolution and the 

moving-window area considered for the analysis. With only 4 of 441 possible pairs of overlapping 

distributions (red arrows in Figure 4.4), the algorithms generally distinguished better between categories if 

applied using the lowest resolution of 1 m compared with applications using higher resolutions of 0.5 m (16 

overlapping out of 441 pairs) and 0.1 m (9 of 441 pairs). In the lowest resolution, only the area ratio, SD of 

slope and vector dispersion algorithms showed overlapping distributions in some of the categorisation, and 

only the vector dispersion algorithm failed in two moving-window sizes (9 and 49 m2) in comparison to 

higher resolutions, where there was only one failure (Figure 4.4). Overall, we found the best differentiation 

between the roughness of different land-cover categories for the largest considered moving-window area 

of 49 m2 in combination with the resolution of 1 m (no pairs of overlapping distribution) compared with 

other combinations of smaller moving-window areas of 9 or 25 m2. 
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Figure 4.4: Distribution of roughness values according to different roughness categories (1 – snow, 2 – very smooth, 3 – smooth, 

4 – shrub forest, 5 – high forest, 6 – rocky, 7 – windthrow) for seven algorithms (area ratio, vector ruggedness measure, SD of 

profile curvature, SD of residual topography, SD of slope, terrain ruggedness index and vector dispersion) for the spatial resolution 

of 1 m. Red arrows show the overlapping distribution for a pair of categories that the given algorithm fails to distinguish. 
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The best performing algorithm without any significantly overlapping distributions of pairs in all spatial 

resolutions (0.1, 0.5 and 1 m) and all moving-window areas (9, 25 and 49 m2) was vector ruggedness 

measure. Other algorithms that performed well in distinguishing the roughness categories were SD of 

profile curvature, SD of residual topography and SD of slope. SD of slope had one overlapping distribution 

of roughness values for the category shrub forest and high forest with a resolution of 1  m and a moving-

window area of 9 m2. SD of residual topography did not distinguish between very smooth and smooth when 

combined with a resolution of 0.1 m and a moving-window area of 9 m2 or between shrub forest and 

windthrow (resolution of 0.5 m and moving-window area of 25 m2). SD of profile curvature did not 

accurately differentiate between the categories high forest and windthrow (resolution of 0.1 m and moving-

window area of 49 m2 and resolution of 0.5 m and moving-window area of 25 m2) and between the 

categories very smooth and smooth (resolution of 0.5 and moving-window area of 25 m2). The algorithms 

vector dispersion (4 pairs of overlapping distribution), terrain ruggedness index (6 pairs) and area ratio 

(13 pairs) were overall less efficient in distinguishing between different roughness and land-cover 

categories. 

Surface roughness calculated with the seven different algorithms and normalised using the same colour 

range (Figure 4.5 and Figure 4.9 in Appendix, for the Braema and Franza study areas) revealed important 

differences in the ability to identify specific terrain and vegetation types. As visible for the overall best 

performing combination of resolution and moving window (1 m and 49 m2) in Figure 4.5, all algorithms 

distinguished accurately between high vegetation (forest) and other vegetation types. Nevertheless, some 

of the algorithms (vector dispersion, SD of residual topography, terrain ruggedness index and area ratio) 

failed to detect the avalanche barriers correctly and falsely identified them as rather smooth. Also, small 

gullies were not clearly separated with some of the algorithms and were particularly poorly visible with the 

algorithms SD of profile curvature and SD of slope, whereas they were successfully identified with 

moderate roughness values by the other algorithms. Smooth surfaces were visualised with lower roughness 

values (darker blue in Figure 4.5) by algorithms like vector ruggedness measure, SD of residual topography 

and vector dispersion (panels 2, 4 and 7 in Figure 4.5). Other algorithms (panels 1, 3, 5 and 6 in Figure 4.5) 

assigned these smooth surfaces rather high roughness values (lighter blue to cyan blue in Figure 4.5). 

The vector ruggedness measure algorithm showed the least overlapping of pairs and was found to be the 

best performing algorithm for our application. We determined the intersecting points within the densities 

of neighbouring roughness categories (Table 4.3), which may be used as thresholds for surface 

classification based on roughness. 
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Figure 4.5: Calculated surface roughness in the study area Braema using the seven investigated algorithms: area ratio (1), vector 

ruggedness measure (2), SD of profile curvature (3), SD of residual topography (4), SD of slope (5), terrain ruggedness index (6) 

and vector dispersion (7). The same area is presented as an orthophoto (8) (drone flight, 2019) and in DSM hillshade (9) (© 

swisstopo). All algorithms were calculated based on the overall best performing combination of spatial resolution (1 m) and 

neighbourhood (moving window 7×7 m). To improve the visualisation and compare the roughness maps, we normalised them with 

the 25th percentile as the minimum value and the 75th percentile as the maximum one. 
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Table 4.3: Thresholds of roughness values between roughness categories calculated using the vector ruggedness measure 

algorithm, with 1 m resolution and a moving-window area of 49 m2. 

 

4.4.2 Directional roughness 

The analysed surface roughness within gullies and valleys in the study area using the SD residual 

topography algorithm showed lower values for directional roughness than the non-directional one. The 

calculated roughness in the mass flow direction of propagation differed significantly from values calculated 

without using the direction (p<0.05, Wilcoxon test; Figure 4.6 and 4.7). In particular, for some transect 

parts the non-directional values were twice as large as for the directional ones. In other parts, the two 

roughness maps were almost equal. However, the non-directional roughness never exceeded values of the 

directional roughness within the selected transects. 

 

Figure 4.6: Surface roughness values calculated using non-directional and directional SD of residual topography. Using direction 

in the calculation of the surface roughness within the gullies resulted in values significantly lower (p<0.05) than those calculated 

with the non-directional method. 

 

Figure 4.7: Analysis of the four transects from the Braema study area using the SD of residual topography algorithm (red) or 

without (blue) direction in the calculation. 
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4.4.3 Case study: snow avalanche modelling 

Calculated surface roughness differed strongly when a DSM was used as input data instead of a DTM 

(Figure 4.12). In dense forest and in a windthrow area, the calculated surface roughness was overestimated, 

and it depicted mostly the tree crowns or branches of the fallen logs. Surface roughness calculated from the 

DSM considered the uppermost surface features, in comparison to calculations based on the DTM, where 

only terrain was considered and all the surface features were filtered out. The DTM-derived roughness 

values were thus lower overall compared with the DSM-derived values, in particular in the presence of 

forest vegetation and in the windthrow areas (Figure 4.12). 

The roughness difference between DSM and DTM has important implications for the numerical simulation 

of gravitational mass movements, as illustrated in the avalanche simulation based on lidar data. Simulations 

performed using the DSM resulted in a 25 % (Braema) and 14 % (Franza) shorter runout distance and a 

more dispersed flow pattern than those based on the DTM (Figure 4.8 and 4.13). When using the DSM, we 

identified the interaction between the snow mass and the features on and above the ground, such as sparse 

forest and the wind-thrown areas. The maximum flow height based on the DSM was therefore 0.4 and 0.2 m 

greater for Braema and Franza, respectively, compared with values based on the DTM. Using the DSM, 

the runout distance decreased by 112 m in Braema and by 20 m in Franza. As shown in Figure 4.8, the snow 

mass did not impact the forested areas, and there was no tree destruction in the simulation. However, there 

was a visible interaction between the avalanche and the sparse trees in the runout area in the simulation 

based on the DSM. 

 

Figure 4.8: Avalanche simulation output (maximum flow height) in the Braema study area. The avalanche runout distance was 

112 m greater when the DTM was used as the input model for the simulation than when the DSM was used (visualised are the 

hillshades calculated from the terrain and surface model swissALTI3D; © swisstopo, 2018). The maximum flow height was 0.4 m 

greater when the DSM was used, as a result of the interaction with the roughness features. 
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4.5 Discussion 

4.5.1 Roughness classification and algorithm evaluation 

We tested seven algorithms for calculating surface roughness, with three spatial resolutions and three 

moving-window areas, for terrain classification. The best performing algorithm was the vector ruggedness 

measure, which distinguished between the roughness categories in an accurate way for all of our tested 

resolutions (0.1, 0.5 and 1 m) and moving-window areas (9, 25 and 49 m2). However, the performance did 

not increase with higher resolution. This is probably due to the scale of our features of interest. Features in 

our study areas like shrubs, rocks, standing or fallen trees, and also gullies are usually in the scale of metres. 

These features are not that detailed as the higher resolutions of 0.1–0.5 m might be able to distinguish them. 

SD of profile curvature, SD of residual topography and SD of slope were also accurate in distinguishing 

between the roughness categories. The fewest errors across all algorithms occurred with the resolution of 

1 m, where only area ratio, SD of slope and vector dispersion did not correctly classify some of the 

roughness categories (one error for area ratio and SD slope and two errors for vector dispersion). The lowest 

spatial resolution (1 m) delivered the best results, offering a reliable basis for roughness classification on 

larger scales. DEMs with higher resolutions, such as 0.1 and 0.5 m, are not as widespread as the 1 m 

resolution DEMs that are commonly available for large areas of the Alpine region. Moreover, 

interpretations of analysis based on data from larger areas will not be affected by potential errors in DEMs 

(Riley, 1999). The best performing combination of spatial resolution and moving-window area was 1 m 

and 49 m2 (with no pairs of overlapping distributions), which was the lowest resolution and the largest 

moving-window area in our analysis. The use of higher-resolution models (<1 m) had no additional 

advantage in our study, which is in line with findings from other studies (López-Vicente and Álvarez, 2018; 

Yang et al., 2014). Moreover, this result is relevant to large-scale risk evaluation and analysis, since digital 

models with a resolution <1 m are not so frequent. In our study, we could not find a relationship between 

the size of the roughness features (in metre scale) and the size of the moving-window area. The best 

performing moving-window area was analysed as the largest tested, 49 m2, in combination with the 1 m 

resolution. 

All the tested algorithms had at least one combination of spatial resolution and moving-window area 

without a pair of overlapping distributions. The most suitable algorithm for an investigation thus depends 

on its purpose and the land-cover types involved. In two of the tested combinations of resolution and 

moving-window area (0.1 m and 49 m2, 0.5 m and 25 m2), the algorithm SD of curvature failed to 

distinguish between windthrow areas and high forest. With some of the combinations, three of the 

algorithms (area ratio, SD of residual topography and vector dispersion) did not distinguish between shrub 

forest and windthrow, due to the similar height and structure of these categories. If an extensive evaluation 

of different resolutions and moving windows is not realistic in an investigation, we suggest using the 

roughness algorithm vector ruggedness measure because it showed the best performance overall in 
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distinguishing between the roughness categories, in particular with the 1 m resolution DSM and a moving-

window area of 49 m2. 

The most common difficulties were in distinguishing between rocky and smooth or very smooth terrain. 

The algorithm area ratio failed in all combinations for the spatial resolutions of 0.1 and 0.5  m, with 

overlapping distributions for rocky and smooth terrains and for rocky and very smooth terrain in all three 

combinations of 0.5 m resolution. The algorithm terrain ruggedness index also failed in distinguishing 

between rocky and very smooth or smooth terrain in all combinations of 0.5 m resolution. Both of these 

algorithms assigned higher roughness values to the categories very smooth and smooth compared with the 

other algorithms. Grohmann et al. (2011) also found that area ratio showed higher values for the smooth 

slope of a scarp, highlighting a major disadvantage of this algorithm in that smooth steep slopes can be 

classified as rough. The algorithms vector dispersion, SD of residual topography, terrain ruggedness index 

and area ratio could not detect the avalanche barriers in the study site Braema. This might be due to small 

width (less than 1 m) of these objects together in combination with the relatively large moving-window 

area (49 m2). Such issues might play an important role for choosing the right algorithm in natural hazard 

mapping. 

After finding the best-performing algorithm (vector ruggedness measure), we calculated thresholds for 

distinguishing between the roughness categories, which may be further used in roughness classifications of 

other areas. These categories are a novelty in the literature, and they can be considered a preliminary 

proposal. However, these values must be applied carefully, as they were assigned using the vector 

ruggedness algorithm based on the 1 m resolution DSM and moving-window area of 49 m2. One should 

also be as well cautious when defining the roughness categories since, for example, the surface of snow can 

be highly variable (Bühler et al., 2016). In our study, the snow surface consisted of remaining snow patches 

in summer and was very smooth, as shown with the lowest distribution of roughness values (Figure 4.4). 

We therefore propose further validation of such values over larger areas and different landscapes. 

4.5.2 Surface roughness in natural hazard modelling 

The assessment of surface roughness can lead to better estimation of potential avalanche release areas 

(Bühler et al., 2018), as well as improving avalanche simulations by including areas with high roughness 

values (such as RAMMS additional friction areas). In Bühler et al. (2018) the model input for large-scale 

avalanche release area delineation is a DTM, from which vegetation and other features are removed. Forests 

are handled as a binary layer so that potential release areas covered with dense forests are excluded (Bühler 

et al., 2018). This approach may, however, underestimate the protection function of sparse and young 

forests that are not officially classified as forest but influence the natural hazard dynamics for modelling 

purposes. In the case of avalanches, fallen logs after a windthrow event may support the snow and contribute 

to the stabilisation of the whole snowpack, similar to the function of shrub forests or young forests (Bebi et 

al., 2009; McClung and Schaerer, 2006; Schneebeli and Bebi, 2004; Teich et al., 2012a; Wohlgemuth et 

al., 2017). However, in the case of avalanches or debris flows releasing above the forest, fallen trees may 



88 

 

be entrained rather than slowing or stopping the avalanche/debris flow, as in the case for young forests 

(Ishikawa et al., 2000; Michelini et al., 2017; Teich et al., 2013). In debris flow simulations, surface 

roughness is an important input parameter in extreme scenarios, in which the flow may spread outside the 

main channel, flooding different terrains such as roads, rocky areas, and young and old forests (May, 2002). 

In this case appropriate models have to be selected with friction parameters that can be spatially distributed 

to include the influence of roughness (Hungr and McDougall, 2009; Mergili et al., 2017). Additionally, 

roughness classification can quantify surfaces affected by a land-use change (e.g. wind-thrown forest or 

shallow landslides), identifying new potential sediment source areas such as shallow landslides (Huebl and 

Fiebiger, 2007). Terrain roughness and its classification can increase both the accuracy of natural hazard 

simulations and the preliminary identification of potentially dangerous areas that require accurate 

evaluation. 

4.5.3 Directional roughness 

In order to further improve the applicability of roughness categories, we implemented a directional surface 

roughness approach. This approach helped us to better represent the surface roughness along the mass flow 

direction, with results that were substantially different from values assigned from a topographical point of 

view. Normally, gullies are considered rough using a non-directional algorithm, but they can be smoother 

in the direction of the dominant natural hazard flow. The directional surface roughness approach, which 

was available for all the tested algorithms using standard deviation, yielded lower values for roughness 

along the flow direction. In our study area Braema, this resulted in a more realistic assignment of 

channelised gully roughness, which would be categorised as very rough in a standard roughness map. 

Implementing directional roughness thus seems to result in more realistic results. A further improvement 

for surface roughness within gullies would be an automatic identification of gullies and an application of 

the directional algorithm automatically for a buffer area along the gullies, therefore improving the 

roughness maps. 

4.5.4 Applications for natural hazard assessment 

In our study we classified relevant land-cover types of mountain forests and treeline ecotones of the 

southern and central Alps. The classes represent land cover characterised by features that influence mass 

flow propagation in different ways. The derived roughness maps or classes could be directly used in order 

to improve the reliability of simulation models. Since we analysed two alpine areas, our results are also 

relevant for similar ecosystems characterised by coniferous forests. However, comparable analysis and a 

verification of the classification would be necessary in order to further generalise our results. Similarly, this 

would be required for the classification of other disturbed forest stands (e.g. after a bark beetle outbreak or 

wildfires), since different disturbances with different intensities create particular structures that most likely 

have unique patterns of surface roughness (Franklin et al., 2002; Hansen et al., 2016; Waldron et al., 2013). 

Moreover, the surface roughness classification and the selected roughness algorithm included the 

identification and analysis of a forest damaged by a wind storm: the Franza case study. The forest protection 
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function is altered when a forest is disturbed. Therefore, there is a need for practitioners to assess the 

protection capacity of the remaining structures on the ground for natural hazard mapping. In the case of 

snow avalanches, the very small number of avalanches observed after these disturbances indicates that 

fallen logs contribute to increased terrain roughness and thus to the conservation of a considerable 

protective function against avalanches, at least for the first 2 decades after a disturbance event such as 

windthrow (Wohlgemuth et al., 2017). In the same way, early successional stages of post-disturbance 

development can provide effective protection in avalanche release zones. However, these structures are 

usually not classified as forest stands, since in most of cases they do not match the minimum criteria defined 

by the authorities (i.e. density, mean height: Brändli and Speich, 2007; FAO, 2015; INFC, 2005), so these 

structures might not be included in the definition of potential avalanche release areas. Fallen deadwood can 

also provide a residual protective function for rockfall. Thanks to the higher impact probability compared 

with standing trees, the flexibility of the logs on the ground in disturbed forest areas can reduce the rock 

velocity and absorb kinetic energy (Bourrier et al., 2012; Ringenbach et al., 2021). This is especially the 

case in the first phase after a disturbance, when the decaying processes have not yet reduced the wood 

strength (Amman, 2006). Therefore, in this study we included in the surface roughness analysis and 

classification these land cover types (disturbed forests, young forests and shrubs) that are usually not 

adequately evaluated for natural hazard modelling. 

The analysis of surface roughness could therefore serve as a good proxy to evaluate some of the temporal 

hazard evolution in disturbed forests, but it has some limitations as well. By analysing surface roughness 

over time, one could additionally observe landscape transformations and changes in vegetation (natural or 

anthropogenic) that affect surface roughness and consequently natural hazard processes. In particular, by 

calculating surface roughness for different vegetation types, snow gliding could be easily modelled and 

predicted for different land-use scenarios. This could improve the identification of areas exposed to natural 

hazards and aid in the implementation of protection measures (Leitinger et al., 2008). In the case of old 

disturbed forest, a roughness time-series analysis might not distinguish between the roughness of old fallen 

logs, lower vegetation and tree regeneration. After years of decomposition, the fallen logs become less 

supportive, decrease in height, are moved and even decompose completely (Bebi et al., 2015; Wohlgemuth 

et al., 2017). A comprehensive overview of the decay process over a longer period after a disturbance (more 

than 20 years) would be helpful to understand the function of time and the remaining protection capacity 

after a disturbance such as windthrow. However, considerable variability across different environmental 

gradients may occur, and every area should therefore be handled individually, especially if elements of risk 

exist. Thus, a combination of calculated surface roughness and field investigations may be necessary in 

such areas (e.g. wind-thrown forest or large landslides), where an accurate evaluation of the ground features 

cannot be performed by a DEM survey alone. 

Surface roughness further influences the estimation of avalanche release areas and avalanche propagation. 

Even small-scale topographic roughness can have an influence on the runout distance of ground-releasing 

processes, as in the case of wet snow avalanches (Sovilla et al., 2012). This is also important for small 
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avalanches with small release depths and a shallower snowpack (McClung, 2001), since very large snow 

depths can bury the surface roughness and therefore smoothen the surface (Veitinger et al., 2014). Using 

DSMs could improve the surface roughness estimation, as demonstrated with the vector ruggedness 

measure algorithm in our study. It had no pairs of overlapping distributions for all the roughness categories, 

and it accurately assigned high roughness values to higher vegetation, avalanche barriers and other land-

cover categories. In comparison, the DTM-based approach generally underestimated the surface roughness 

(Brožová et al., 2020). The case study, applying numerical avalanche modelling to a DSM and a DTM, 

showed that surface roughness plays a decisive role in the avalanche runout distance and the flow path. 

However, in the case of high and dense forests, the surface roughness classification based on DSM is 

limited. The surface roughness values calculated from the DSM represent the tree crowns, which are 

classified as rough. But the crowns usually do not interact with an avalanche flow (except powder snow 

avalanches). Therefore, DTMs should be applied to calculate the surface roughness within dense forests, 

and DSMs should only be applied for open areas, where roughness may still interact with the hazard process 

but is not included in the forest classification. In this way, areas with increased roughness outside of defined 

forest areas could be detected and included within the hazard modelling. In the case of avalanches, the 

RAMMS simulation tool (Christen et al., 2010) offers a possibility to add an area with increased friction 

parameters. A smart combination of DSM and DTM data may result in better estimation of the surface 

roughness faced by the gravitational mass movement. 

4.6 Conclusions 

Our study shows that DEMs with a spatial resolution of 1 m, which are becoming increasing available, are 

well suited for use with roughness algorithms for natural hazard terrain classification and that higher spatial 

resolutions (0.1–0.5 m) do not necessarily improve the terrain surface roughness classification. 

From our tested algorithms, vector ruggedness measure showed the best performance in distinguishing 

between different roughness categories. However, depending on the study area and relevant land-cover 

types, it is also possible to use other algorithms, with careful choice of spatial resolution and moving-

window area. In order to avoid overestimation of terrain roughness for natural hazard applications in study 

areas where mass flow is continuously confined, we suggest applying the directional roughness approach. 

This improvement is available for any of the algorithms using a standard deviation, e.g. SD of residual 

topography. 

Considering terrain roughness with an appropriate algorithm and in a specific spatial context may improve 

the generation of forest layers applied for large-scale hazard indication mapping. In particular, smaller 

protection forest stands, which are currently underrated and poorly investigated, could be better represented. 

Finally, using DTMs in combination with DSMs may further improve the modelling of natural hazards. In 

fact, based on very descriptive surface roughness maps, practitioners could identify and successively 
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analyse areas where the implementation of protection measures is necessary to mitigate potential hazard 

consequences for people and infrastructure. 

 

Code and data availability 

The code for computing the terrain roughness is available at the following link: 

https://github.com/TommBagg/terrain_roughness_GRASS.git (last access: 11 November 2021) (DOI: 

https://doi.org/10.5281/zenodo.5675833, Baggio, 2021). 

Data are available from the corresponding author on request. 
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4.7 Appendix 

 

Figure 4.9: Distribution of roughness values according to different roughness categories (1 – snow, 2 – very smooth, 3 – smooth, 

4 – shrub forest, 5 – high forest, 6 – rocky, 7 – windthrow) for seven algorithms (area ratio, vector ruggedness measure, SD of 

profile curvature, SD of residual topography, SD of slope, terrain ruggedness index and vector dispersion) for the spatial resolution 

of 0.1 m. Red and yellow arrows show the overlapping distribution for a pair of categories that the given algorithm fails to 

distinguish. 
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Figure 4.10: Distribution of roughness values according to different roughness categories (1 – snow, 2 – very smooth, 3 – smooth, 

4 – shrub forest, 5 – high forest, 6 – rocky, 7 – windthrow) for seven algorithms (area ratio, vector ruggedness measure, SD of 

profile curvature, SD of residual topography, SD of slope, terrain ruggedness index and vector dispersion) for the spatial resolution 

of 0.5 m. Red and yellow arrows show the overlapping distribution for a pair of categories that the given algorithm fails to 

distinguish. 
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Figure 4.11: Calculated surface roughness in the study area Franza using the seven investigated algorithms: area ratio (1), vector 

ruggedness measure (2), SD of profile curvature (3), SD of residual topography (4), SD of slope (5), terrain ruggedness index (6) 

and vector dispersion (7). The same area is presented as an orthophoto (8) (drone flight, 2019) and in DSM hillshade (9) (lidar 

data provided by the region Veneto). All algorithms were calculated based on the overall best performing combination of spatial 

resolution (1 m) and neighbourhood (moving window 7×7 m). To improve the visualisation and compare the roughness maps, we 

normalised them with the 25th percentile as the minimum value and the 75th percentile as the maximum one. 
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Figure 4.12: Calculated surface roughness in the two study areas Braema and Franza, using DSM and DTM (© swisstopo for 

Braema, region Veneto for Franza) and the vector ruggedness measure algorithm. 

 

Figure 4.13: Avalanche simulation output (maximum flow height) in the Franza study area. The avalanche runout distance was 

20 m longer when the DTM was used as the input model for the simulation than when the DSM was used (lidar data provided by 

the region Veneto). The maximum flow height was 0.2 m greater when the DSM was used, as a result of the interaction with the 

roughness features. 
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5.1 Abstract 

Windstorms are natural disturbances predicted to increase in frequency in the future, with a consequent 

increased risk of damage to forests. Such damages change the forest structure and, therefore, their protection 

capacity. Previous studies analysed post-event conditions and the recovery time of abated forest within 

study areas <10 ha, not accounting for larger spatial scales. In this study, we propose a new methodology 

to provide tools for spatial assessment and monitoring of forests affected by windstorms over large areas 

and previously devoted to protect against snow avalanches. Four indices have been used (vegetation height 

model, surface roughness, stored volume height and adapted tree parameters) of which the latter two have 

been specifically developed for this goal. We selected and periodically recorded two windthrow areas using 

photogrammetric surveys (deriving dense point clouds) to assess the performance of the proposed indices 

and to investigate the long-term changes in protection effects (Disentis, CH) and the influence of snow 

cover (Franza, IT). Stored volume height and the adapted tree parameters resulted as being the best indices 

to capture the forest conditions and standing trees, respectively. The stored volume height was further used 

to estimate forest protection in the presence of the snow cover, providing hazard assessment against snow 

avalanches considering the observed snow depth. Analysing the Disentis (CH) area, we concluded that the 

minimum level of protection capacity occurs ten years after the storm event. After 29 years, the forest 

protective capacity against natural hazards increased again as the forest recovery slowly proceeded. 

However, special attention should be paid to gaps between growing trees that may be critical for potential 

avalanche formation as the wood decays. This study provided new insights into the long-term protection 

efficiency of windthrow forests, proposing two new indices to spatially assess and monitor their evolution. 

 

Keywords: windthrow; avalanche spatial indices; snow avalanche; forest protection; hazard assessment 
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5.2 Introduction 

Protection forests are forested areas with designated protection against natural hazards (Brang et al., 2001). 

In the Alpine region, forests protect against different hazards such as snow avalanches, rockfalls, shallow 

landslides and debris flows (Getzner et al., 2017). They stabilize the soil and reduce surface runoff limiting 

sediment transport (Chandler et al., 2018; Hegg et al., 2005), and the runout distance of mass flow 

phenomena (May, 2002; Michelini et al., 2017). Regarding snow avalanches, forests reduce the formation 

of homogeneous snowpack and potentially weak layers with altered microclimate (Moeser et al., 2015), 

and stabilize snowpack by tree stems (McClung and Schaerer, 2006). In the case of rockfall, trees and 

shrubs reduce the runout distance and bounce height of falling rocks (Dorren et al., 2005; Rammer et al., 

2015).  

However, once protection forests are significantly disturbed, their protective function may decrease or even 

lower to zero if the forest is completely destroyed (Berger and Rey, 2004). As a result, damaged forests 

may not provide sufficient protection against successive natural hazards. A study of the remaining post-

disturbance protective effects and the time of forest recovery is therefore of fundamental importance to 

adequately assess the protective function over time. Furthermore, since forest disturbances are expected to 

increase in the future due to climate change (IPCC, 2021), the interactions between natural hazards and 

disturbed forests will be a topic of high relevance in mountainous regions (Bebi et al., 2017; Paine et al., 

1998). Wildfires, snow avalanches, shallow landslides, insect outbreaks and storms are natural disturbances 

typical for European forests which may affect extensive areas of protection forests. In particular, storms 

with critical wind speeds produce severe and extended damage to European forests (Gardiner et al., 2010; 

Schiesser et al., 1997; Seidl et al., 2014). Such storms have shown an increasing trend in frequency and 

magnitude in the last decades due to legacies of former land use and climate change (Gardiner et al., 2010; 

Seidl et al., 2011). A good example is the Vaia storm that occurred in October 2018, and which is considered 

one of the largest wind disturbances observed on southern side of the European Alps in recent times (Motta 

et al., 2018).  

After a storm event, the fallen trees can provide residual protection against natural hazards (Schönenberger, 

2002b). Such protection gradually decreases due to breakage processes  and wood decay (Wohlgemuth et 

al., 2017). Natural regeneration is progressively established during the degradation period, and after a 

certain period, new trees protect against natural hazards. Between biomass degradation and natural 

regeneration, a minimum of protection capacity may occur (Wohlgemuth et al., 2017). Identification of the 

residual protection and its temporal evolution together with the growth of natural regeneration are major 

processes for hazard evaluation and management of disturbed forests in populated mountain areas. The 

assessment of residual protection, the time of minimum level of protection and period of forest recovery is 

particularly significant in the case of protection forests against snow avalanches affected by disturbance. 

Some studies investigated the avalanche protection of wind-disturbed forest through aerial and field data 

(Schönenberger et al., 2005; Wohlgemuth et al., 2017). They analysed the damaged trees characteristics 
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(dislocation of lying trunks, logs stability and stem height above ground) and the regeneration rate (sapling 

density, species composition and protection efficacy) in a maximum period of 24 years since the windstorm 

at different sites in the Swiss Alps. Results reported a considerably small number of observed snow 

avalanches and rockfall events, while a higher frequency of shallow landslides and debris flows have been 

recorded (Bebi et al., 2019; Wohlgemuth et al., 2017). The reported studies investigated the change of 

different forest parameters of areas <10 ha, Schönenberger, 2002a).However, a spatial quantification 

method applicable at a regional scale to assess disturbed forest's temporal development for snow avalanche 

protection over larger areas is still lacking.  

The spatial quantification of windthrow forests is crucial for assessing the protection capacity since the pre-

event forests can have different stand characteristics (density, basal area, mean height, species composition 

etc.). On the other hand, forests with the same characteristics could be affected by storms in different ways 

depending on the prevailing wind direction and local topography. The resulting irregular surface is 

characterized by spaces between trees where a variable snow volume could be stored, contributing to snow 

cover stabilization and avoiding the formation of weak layers and therefore hindering the release of snow 

avalanches. An index evaluating the spatial distribution and characteristics of the biomass on the ground 

would be helpful to monitor both the current state of different windthrow areas and their temporal changes. 

This index should also be appropriate to monitor felled forest in winter conditions (presence of snow cover) 

and the changing probability of avalanche release in relation to the snow cover. Furthermore, the index 

should be computed using data available for large areas. Data derived from high-resolution LiDAR scans 

(Light Detection and Ranging) are becoming more frequent in the last decade, even for large areas (Niculiță, 

2020). Different regions of the European Alps are already covered by LiDAR surveys since these are 

becoming more economically accessible to civil authorities (Doneus and Briese, 2011). The raw product of 

LiDAR surveys is a point cloud that is commonly processed to deduce digital elevation models (i.e. digital 

surface or terrain model). Forest elements such as trees, shrubs, lying stems and stumps could be identified 

and extracted for specific analysis (Burt et al., 2019; Dassot et al., 2011). For areas <10 ha, it is even 

possible to increase the digital surface model resolution up to a few centimetres adopting the 

photogrammetric technique (analysis of pictures recorded with unmanned aerial systems, UAVs) 

(Colomina and Molina, 2014).  

Based on the state-of-the-art and gaps in knowledge, the objectives of this research are to: (i) define and 

select indices to assess the avalanche protection capacity of windthrow areas, (ii) assess the temporal change 

in protection capacity after a wind disturbance, and (iii) evaluate the snow cover influence on potential 

avalanche formation conditions in windthrow areas. We investigated two study areas affected by storm 

disturbance to address the objectives. Temporal changes were observed at a long-term study area Disentis, 

where high-resolution datasets in several timesteps were available. High-resolution data capturing the 

topography with and without snow cover at Franza study area allowed the seasonal analysis. Using these 

datasets, we developed and tested two indices to evaluate temporal and seasonal changes of protection 

capacity against snow avalanches. 
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5.3 Material and methods 

5.3.1 Study areas 

Two study areas were selected to achieve the reported objectives: Disentis and Franza (Figure 5.1). The 

Disentis area was affected by the storm Vivian in 1990 and surveyed in 1991, 2001, 2009 and 2019, 

resulting in four high-resolution photogrammetric datasets. We used this time series to analyse the 

characteristics of the biomass immediately after the storm event and in the next 29 years. The Franza study 

site was impacted by the storm Vaia in 2018 and was surveyed three times. The resulting photogrammetric 

datasets consist of two snow-free seasons and one with snow cover. At the Franza study area, we 

investigated the effect of snow cover smoothing relevant for possible avalanche formation and the short-

term changes of biomass on the ground. Using these datasets, we developed and tested two indices to 

evaluate the temporal and seasonal changes of protection capacity against snow avalanches of forests 

disturbed by windstorms. 

Within each study area, we manually defined plots representing potential release areas (PRAs) for snow 

avalanches to spatially analyse their temporal evolution and the effect of snow cover on the protection 

capacity. To identify the PRAs, we used topographical variables as slope, plan curvature, and presence of 

effective vegetation, using the thresholds from literature. Slope angle was selected in the range of 28−55° 

(Bühler et al., 2013; Schweizer et al., 2003). We calculated plan curvature to separate concave from convex 

areas to identify ridges and then split or merge PRAs (Maggioni and Gruber, 2003). In addition, we 

considered effective vegetation to be 1.5 times higher than the maximum snow cover for a given return 

period (Saeki and Matsuoka, 1969). Furthermore, the relation between gap width and crown cover density 

has been evaluated as combination of  crown coverage, gap length, and slope angle (Bebi et al., 2021; 

Frehner et al., 2005; Schneebeli and Bebi, 2004).  

Every PRA was analysed with indices assessing: the vegetation height model (VHM), surface roughness, 

stored volume height and adapted tree parameters (see section 2.2).  

 

Figure 5.1: Location and aerial images of the two study areas near Disentis (A) and Franza (B). The solid red lines highlight the 

study sites. The identified potential release areas (PRAs) are outlined in blue. In the background, aerial orthophoto showing the 

post-event conditions, captured in 1990 and 2019 for Disentis and Franza, respectively. Please note the northing (A). 
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5.3.1.1 Disentis 

The Disentis study area is located in the Swiss Alps, canton Grisons, and it stretches over 2.14 ha. The 

elevation ranges between 1420 and 1560 m a.s.l, the aspect is north-west, and the slope is inclined between 

30° and 50°. The site is in the low-subalpine zone of the Central Alps (Ellenberg and Leuschner, 2010), 

characterized by a mean annual temperature of 4 °C and mean annual precipitation of 1250 mm 

(Schönenberger et al., 2005). From a topographical point of view, the area is characterized by different 

zones of potential release or transit areas of snow avalanches. The Vivian storm occurred in February 1990, 

severely damaging the site, and affecting all the trees. Two-thirds of the trees were broken, and one third 

uprooted (Schönenberger, 2002b), and the site remained untouched to provide a monitoring research site 

(WSL). The pre-storm stand was formed by pure 110−150 years old Norway spruce (Picea abies). Full 

callipering of the study area resulted in 363 stems ha-1 and 487 m3ha-1 in 1972. We manually identified four 

potential release areas within the study site (Figure 5.1A). 

Site conditions were recorded by different photogrammetric surveys in 1991, 2001, 2009, and 2019. In 

1991, 2001 and 2009 aerial photographs were taken by the Swiss Federal Office of Topography (swisstopo; 

colour, scale ~1:4’000). Analytical photogrammetry methods were performed by Frey and Thee (2002) and 

Bebi et al. (2015). The 2019 survey was recorded using a Mavic 2 Pro with ground control points (GCP) 

acquired with a Stonex GNSS, and pictures were processed with Agisoft Metashape software (Agisoft LLC, 

St Petersburg, Russia). The derived dense point clouds and digital surface models (DSM) were the input 

data for the following analyses (for specific information, see Table 5.1). The Digital Terrain Model (DTM) 

was acquired by a LiDAR survey in 2019 from the Swiss Federal Office of Topography with the resolution 

of 0.5 m (swisstopo). 

5.3.1.2 Franza 

The Franza study area is located in the Dolomites, Veneto Region, Italy (Figure 5.1B). The elevation ranges 

between 1650 and 1950 m a.s.l. facing southwest. The site in the subalpine zone of the Eastern Alps, is 

characterized by a mean annual temperature of 5 °C and a mean annual precipitation  of 1100 mm (Barbi 

et al., 2013). The site covers 4.24 ha, and the slope inclination is between 25°−40°. The storm Vaia severely 

hit the area in October 2018, destroying most of the forest stand (mainly by uprooting). The site was not 

involved in the forest management operation, and the fallen trees were left on the ground. However, the 

road was cleared from biomass. Around 5–10% of the original forest cover was not damaged. Meadows 

and young open forests cover the northern part of the area, not affected by the storm. The disturbed forest 

was dominated by Norway spruce (Picea abies) with admixed silver fir (Abies alba) and European larch 

(Larix decidua), which was the only tree species resisting the storm. 

We captured the site conditions in 2019 and twice in 2020 with three drone flights. The derived dense point 

clouds and the digital surface models (DSM) served as input data for our following analyses (for specific 

information, see Table 5.1). Drone images were processed with the image processing software Agisoft 

Metashape (Agisoft LLC, St Petersburg, Russia). Ground control points were measured with a Topcon 
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HiPer V GNSS while images were captured with a Dji Phantom 4 drone. Regarding the DTM, it was 

acquired by the Veneto Region in July 2019 with a LiDAR survey. 

Table 5.1: Technical information of the photogrammetric surveys involving the Franza and Disentis study areas. The DTM 

(digital terrain model derived through LiDAR campaigns). GCP stands for ground control point, DSM for digital surface model 

and DTM for digital terrain model. 

Study area Date 
GCP 

(n°) 

GCP accuracy 
(x,y,z residual error, 

[m]) 

Point 
density 

[n° m-2] 

DSM 
resolution 

[m] 

DTM (LiDAR) 
date, resolution 

[m] 

Disentis 

(CH) 

21/08/1991 NA NA 22.5 0.20 2019, 0.50 

10/05/2001 NA NA 22.5 0.20 2019, 0.50 

17/08/2009 NA NA 22.5 0.20 2019, 0.50 

18/06/2019 10 0.147 680.2 0.10 2019, 0.50 

Franza 
(IT) 

26/10/2019 12 0.037 557.3 0.05 2019, 0.50 

29/10/2020 15 0.044 1500 0.05 2019, 0.50 

18/12/2020 11 0.103 1410 0.10 2019, 0.50 

 

5.3.2 Indices 

 We analysed the identified potential release areas with four different indices to assess the forest protection 

capacity over time and evaluate the snow cover effect. Vegetation height models (VHM) and surface 

roughness models (SR) are common indices to study the height of the biomass concerning ground and 

surface variability within a specific moving window, respectively (Grohmann et al., 2011). To improve the 

characterisation of windthrow areas, we developed the stored volume height (SVH) index and the adapted 

tree parameters (ATP). We used the reported datasets to test the efficiency of the proposed indices and, at 

the same time, investigate the temporal evolution of windthrow areas and the effect of snow cover. 

 

5.3.2.1 Vegetation height model (VHM) 

The vegetation height model (VHM) was calculated as the difference between DSM and DTM. For each 

area, we used the same DTM (derived from the LiDAR survey) since no topographical changes like mass 

movements were observed within the identified PRAs. To calculate the VHM for every survey, we used 

DSMs derived from each photogrammetric survey to capture the changing surface. The adopted DSM 

resolution is reported in Table 5.1, while the DTM resolution was interpolated from the original value of 

0.5 m to the DSM resolution adopting a bicubic method (Brovelli et al., 2004). We then extracted the cell 

values within every identified PRAs. To accurately analyse the developments in vegetation height, we 

performed the VHM analysis for the Disentis study area only because of the availability of a long time series 

(29 years). Identification of the canopy height was not possible using the photogrammetric technique in 

winter conditions, so it was not performed at the Franza site.  

5.3.2.2 Surface roughness (SR) 

We further tested the performance of the surface roughness (SR) to detect the change of windthrow areas 

over time and with the presence of snow cover. We used the algorithm Vector Ruggedness Measure 
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(Sappington et al., 2007) to compute surface roughness. The input data was the photogrammetric-derived 

DSM. The resolution and moving window size were 1 m and 7×7, respectively (Brožová et al., 2021). We 

resampled the DSM with a mean value method to obtain the desired resolution. The resulting raster map 

was analysed, extracting the cell values within the identified PRAs. 

5.3.2.3 Stored volume height (SVH) 

The stored volume height index (SVH) was based on the calculation of the volume between two layers. We 

used the high-resolution DSM as the first layer and the second one was derived using the highest point of 

the original DSM to smooth the original surface. The final map conceptually represented a good proxy for 

the necessary volume of snow required to fill the rough surface (resulting from the felled trees) to obtain 

an entirely smooth surface. We derived the volume for a given PRA, and calculated a normalized height 

(SVH) by dividing the volume by the area. 

We report the algorithm to compute SVH in a flowchart (Figure 5.2). We used the functions implemented 

in the “lidR” package (Roussel et al., 2020) to analyse and process point clouds in R (R Core Team, 2021). 

First, the outliers were removed, using the Statistical Outliers Algorithm SOR (Rusu and Cousins, 2011), 

with the number of neighbours equal to 8 and multiplier equal to 3. Next, we classified the dense cloud 

(photogrammetrically derived) into two classes: high vegetation (represented by trees and their crowns) 

and the rest (product 1 in Figure 5.2). We used the Cloth Simulation Filtering algorithm (Zhang et al., 2016) 

to separate the two classes using a cloth resolution of 0.5 m, a classification threshold of 3.0 m and 

activating the steep slope function. We removed the points from the point cloud classified as high vegetation, 

and calculated a DSM with a cell resolution of 0.5 m taking the maximum elevation value within the grid 

cell (product 2 in Figure 5.2). The algorithm then computed the difference between the DSM and DTM, 

obtaining the low vegetation height model (LVHM, product 3). From this layer, we calculated a smooth 

surface (product 5 in Figure 5.2), firstly resampling the LVHM to a resolution of 2.5 m (method: highest 

value, product 4) and then interpolating it to the original resolution of 0.5 m (method: bilinear). Finally, we 

computed the smooth difference as the difference between the smooth surface and the LVHM (product 6). 

Summing up the values of the smooth difference layer within a PRA, we calculated the volume necessary 

to smooth the original surface (product 7 in Figure 5.2). Then, by dividing the volume for the PRA extension, 

we calculated the SVH. SVH can be considered as the mean value of snow height necessary to fill the 

irregular surface of a given PRA. The presented algorithm was implemented in R language (Baggio, 2021) 

and it is freely available. 

The algorithm removed points representing high vegetation to avoid extreme values of the smoothed 

difference surrounding standing trees. If the points had not been removed, the SV for a given PRA would 

result in an excessive value. The stored volume height approach was designed to assess the irregularity of 

the biomass felled by the storm, not including higher vegetation.  
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Figure 5.2: Flowchart of the stored volume height algorithm:  blue polygons represent input data; the raster or point 

cloud data are in green; numeric values are in red. DTM stands for digital terrain model. 

5.3.2.4 Adapted tree parameters (ATP) 

For the identified PRAs at the Disentis site, we analysed the forest parameters of tree density and crown 

cover. The tree and crown identification algorithm was implemented in R (R Core Team, 2021) using the 

functions of the “lidR” package (Roussel et al., 2020). The input data were the dense point cloud and 

LiDAR-derived DTM. We first removed the outlier points with the SOR function (Rusu and Cousins, 2011) 

and then normalized the point cloud with the DTM. We identified the treetops using the lmf algorithm 

(Popescu and Wynne, 2004)  based on a local maximum filter. We applied a circular fixed moving window 

of 7×7 m, and the height threshold for tree segmentation equal to 1.5 times the maximum snow depth (the 

calculated 30 years return period maximum snow depth in Disentis was 2.50 m (Frey and Thee, 2002). We 

identified the crown area based on the Silva et al. (2016) algorithm, adopting default parameters. In such a 

way, the identified tree height was referred to the ground level. In the case of windthrow areas, we assumed 

that snow accumulates on the fallen biomass layer and not directly on the ground. Therefore, the height of 

a standing tree should be referred to the height of the biomass on the ground. For this reason, we delineated 

a circular buffer area around every identified tree crown of 4 m. We calculated the mean height with respect 

to the ground for each of these buffer areas (equal to the biomass height above the ground, Hground biomass, 

Figure 5.3B). The corrected tree height (Htree corrected) was the difference between the original height with 

respect to ground level (Htree) and the mean height of the fallen biomass surrounding the tree (Hground biomass), 
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as shown in Figure 5.3B. Finally, we considered tree presence within a given PRA, if Htree corrected resulted 

greater than 1.5 times the maximum snow depth in a return period of 30 years. Dividing the number of trees 

and total crown area by the relative PRA extent, we obtained the tree density and cover percentage, 

respectively. The algorithm to derive the reported adapted tree parameters from a point cloud was 

implemented in R language (Baggio, 2021) and it is freely available. 

Furthermore, we assessed the presence of critical gaps within the forest cover as a potential cause of snow 

avalanche release areas. The gap length was evaluated within the identified PRAs along the maximum slope. 

We adopted the thresholds reported in Schneebeli and Bebi (2004) for the critical gap identification (Figure 

5.3A). The delineation was based on a function between gap length and crown cover density for different 

classes of slope steepness. 

 

Figure 5.3: A) Relations between gap width and crown cover density for critical gap identification (source: Schneebeli and Bebi, 

2004). B) Sketch of a standing tree in a windthrow area with the reported measures used to improve the calculation of tree height 

in accordance with the biomass on the ground. 

5.3.3 Additional analysis 

To accurately assess the performance of the SVH index and the variation in biomass height we computed 

for the Franza study area, the DEM of Difference (DoD). DoD is the difference between two elevation 

models, and in this case, we used two DSM maps without snow cover. To accurately compute the DoD 

map, we adopted the minimum level of detection method (Brasington et al., 2003) estimated as the DoD 

error. The DoD error results from the following equation 𝛿𝑢𝐷𝑜𝐷 = √𝛿𝑢1
2 + 𝛿𝑢2

2 , where δu1 and δu2 are the 

errors of the photogrammetric derived surveys. The errors associated to every survey are reported in Table 

5.1. 

During the photogrammetric survey of the Franza area on the 18th December 2020, we measured the height 

of the snow cover. The height was measured perpendicular to the surface using a ruler. We collected six 
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measurements in different locations of the study area, characterized by the absence of felled trees. We 

surveyed five values for every measurement: four at the vertices of an imaginary square with 1 m sides and 

one in the middle. The five values were averaged to derive a single measurement for the given location. 

To estimate the necessary amount of snow to smooth the irregular surface created by the biomass on the 

ground, we fitted a linear model between snow depth and the values of SVH observed in October 2020 and 

December 2020 for the Franza study area. The objective of the analysis was to extrapolate a threshold in 

snow depth for which the SVH values observed in October 2020 for PRA 1-5 (windthrow areas) lowered 

towards the SVH of PRA 6 (meadow area, Figure 5.1B).  

5.4 Results 

5.4.1 Temporal change: Disentis 

We observed a temporal change in forest protection capacity during 29 years at the Disentis site by using 

all four indices: vegetation height model (VHM), surface roughness (SR), stored volume height (SVH) and 

adapted tree parameters (ATP). Similar trends were noticed when using the three indices (VHM, SR and 

SVH) with an observed minimum in 2001 (Figure 5.4). However, the adapted tree parameters index showed 

a minimum one year after the disturbance in 1991 (Figure 5.4 and Figure 5.5). According to the ATP, there 

were almost no trees one year after the disturbance (Table 5.2). Furthermore, it is important to observe the 

variability between the identified PRAs in 1991 for the three indices reported in Figure 5.4. The mean VHM 

ranged between 1.41 and 2.50 m, the mean SR between 0.116 and 0.198 and the SVH index between 0.735 

and 0.973 m.  

Nineteen years after the storm event, all the indices (VHM, SR, SVH and ATP) showed an increase with 

greater values compared to the first survey (immediately after the disturbance). In 2009, there were some 

trees up to 14 m in height. However, variability between different PRAs was observed and particularly PRA 

3 had only a few trees (Figure 5.5 and Table 5.2).  

For the fourth survey (in 2019), surface roughness and stored volume height slightly increased compared 

to the previous years. The only exception involved the surface roughness of PRA 1, which showed a 

decreasing trend in the last nine years. The stored volume height values resulted similar between the four 

PRAs, while surface roughness values showed a higher variability. Instead, VHM showed a constantly 

increasing trend since the minimum observed in 2001. However, the increase of VHM values at PRA 3 

resulted in lower than the other PRAs. Similarly, the index ATP showed an increasing number of trees with 

some variability per PRA, with the fewest trees in PRA 2 (Figure 5.5 and Table 5.2). 
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Figure 5.4: Plots showing the mean value of the four investigated indices for every PRA and photogrammetric survey of the 

Disentis study site: (A) Vegetation height model (VHM), (B) surface roughness, (C) crown cover density, and (D) stored volume 

height. The locations of the PRAs are reported in Figure 5.1. The symbol * in the (C)  plot means the absence of critical gaps as 

defined in Schneebeli and Bebi (2004). 

 

Table 5.2: Tree density per potential release areas PRA and date of photogrammetric survey of the Disentis study area. 

Tree density [n°/ha] 

PRA 1991 2001 2009 2019 

1 4.8 38.3 76.6 71.8 

2 15.5 51.6 56.8 51.6 

3 4.6 27.5 32.1 64.1 

4 4.7 37.7 51.8 70.7 
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Regarding the adapted tree parameters, the analysis showed 1 to 3 standing trees per PRA immediately 

after the storm (in 1991), while crown cover density was between1.6–5.1%. The trends of the number of 

trees and crown cover increased over time for all the PRAs. Instead, PRA 1 and 2 showed a slight decreasing 

trend of tree density between 2009 and 2019 (Table 5.2). The major increment of tree density occurred 

between 1991and 2001 (Table 5.2) and for the crown cover density between 2001 and 2009 (Figure 5.4C). 

In 2019 (29 years after the storm), the mean tree density of the four PRAs resulted as 64.5 trees ha-1 and 

the crown cover density as 33.4%. These vary between 20.1 trees ha-1 and 20.7% regarding the tree and 

crown cover density, respectively. Twenty-nine years after the storm, we identified the presence of critical 

gaps (section 2.2.4) in three PRAs (PRA 1, 3 and 4), which might be prone to avalanche formation. Only 

PRA 2 showed a full recovery without critical gaps in 2019 (Figure 5.4). The identified PRAs showed 

different recovery patterns in forest protection capacity even if the pre-event conditions were similar. 

 

 

Figure 5.5: Maps of the calculated tree positions at the Disentis study site, based on the algorithm “adapted tree parameters” 

described in section 2.2.4, for the years 1991, 2001, 2009, and 2019. The different coloured dots represent the tree height [m] 

with respect to the ground level. In the background, we plotted the hillshade view of the DSM photogrammetry-derived survey. 

The elevation difference between contour lines is 10 m. The solid blue lines depict the PRAs.  
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5.4.2 Snow influence and short temporal change: Franza 

In Franza study area, the values for surface roughness and stored volume height differed depending on the 

date of the data acquisition (Figure 5.6). The difference between October 2019 and October 2020 (both 

surveys without snow cover) showed a decreasing trend in surface roughness. On the contrary, the stored 

volume height showed an increased between the same dates, except for PRA 2 (Figure 5.6B).  

From the DoD map of PRA 3 (Figure 5.7), we could visually assess that most of the stems did not move 

during the 2019/2020 winter season (difference between the DSM acquired in October 2019 and October 

2020). However, the fine biomass, as needles and small branches, broke down, thus reducing the elevation 

values as identifiable from the crowns of felled trees (Figure 5.7). This process resulted in new spaces 

between logs that slightly increased the amount of snow required to smooth the irregular surface. This 

process was captured by the SVH (increasing trend), while the SR did not capture the change in stem 

structure (decreasing trend, Figure 5.6A).  

SVH and SR, calculated in December 2020 with snow cover, resulted lower than the previous survey without 

snow cover (October 2021). The snow depth measured the same day as the photogrammetric survey was 

0.85 m (mean of six measurements taken in different locations of the study area). Considering the snow 

cover, the stored volume height of PRA 1-5 surveyed in December 2020 (mean value of 0.68 m) resulted 

higher than the grassland control area of PRA 6 (equal to 0.15 m). The mean percentage decrease of stored 

volume in the PRAs (excluding PRA 6) was 18% (with a range of 14 – 25%). Hypothesizing a decreasing 

linear trend of the SVH index as a function of snow depth, we derived a linear model using the SVH values 

recorded in October 2020 and December 2019 for PRA 1-5, obtaining a coefficient of -0.18 per meter of 

snow. Adopting the fitted model to estimate the snow depth necessary to decrease the SVH of PRA 1-5 

toward the mean SVH value of PRA 6 (recorded in October 2020), we calculated a value of 3.35 m. This 

value may represent the snow depth necessary to smooth the rough surface generated by the biomass on the 

ground for which snow avalanches may be released.  

 

Figure 5.6: raster point analysis of potential release areas (PRAs) of the Franza site for surface roughness (SR) (A) and stored 

volume height (SVH) (B). 
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Figure 5.7: Digital elevation model of Difference (DoD) map of the potential release area 3 (PRA 3) within the Franza study area. 

PRA location is shown in Figure 5.1B.  

 

5.5 Discussion 

5.5.1 Indices 

The protection capacity of forests affected by storm events in terms of temporal development and snow 

cover influence was assessed using four indices. The stored volume height index, representing snow volume 

needed to fill the space to create a smooth surface, resulted suitable to investigate both the temporal change 

and the effect of snow cover of areas affected by wind disturbance. The index performed a direct spatial 

estimation of the volume left by trees and crowns on the ground, examining the difference between the 

original DSM and a smoothed DSM. Moreover, SVH did not consider trees above a certain height in order 

to not deviate the estimation of the dominant fallen biomass. The stored volume height index resulted in 

more suitable with respect to surface roughness estimating forest protection against snow avalanches after 

a disturbance. This finding is supported by the results from the Franza study area results, where the breakage 

process increased the free volume between the tree stems (Figure 5.7). The stored volume height captured 

this aspect as observed by the increasing trend between the surveys of October 2019 and October 2020 

(Figure 5.6B).  

Regarding the adapted tree parameters, we developed an automatic procedure to identify standing trees 

and extract the related crown area and tree density. The procedure identifies trees emerging from a certain 

threshold above the mean height of the biomass surrounding the target tree. Thanks to the availability of 

LiDAR data, different algorithms have been developed in the last years to automatically identify and 

segment trees (Burt et al., 2019; Popescu and Wynne, 2004). The common reference surface for tree height 

estimation is the ground, usually derived from the last return of the laser signal (Mkaouar et al., 2018). This 

approach is appropriate for biomass estimation or growth rate calculation (Qi et al., 2019; Zhao et al., 2018). 

Differently, the reference surface for snow avalanches should be at the point of avalanche formation. In the 
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case of windthrow areas, the reference surface is expected to be above the biomass layer deposited on the 

ground, where weak layers may develop (Schweizer et al., 2003). In this sense, the proposed ATP index 

(Figure 5.3) satisfactorily identifies trees emerging from the reference surface for snow avalanches 

considering only the trees that potentially provide an effective protection. 

5.5.2 Temporal change 

The investigated indices (Figure 5.4), were consistent to assess the minimum level of forest protection 

capacity in Disentis in 2001, 11 years after the storm event. Already 19 years after the storm (in 2009), the 

protection capacity resulted higher than one year after the event, and it further increased 29 years later (the 

performed analyses were in accordance as shown in Figure 5.4). The increase in forest protection identified 

by the adopted indices after the 2001 survey is mainly due to the growth of shrubs and young trees, as 

observed in the study of Wohlgemuth et al. (2017). Regarding the growing forest, the tree and crown cover 

density are crucial indices for assessing forest protection and identifying gaps (Frehner et al., 2005; 

Schneebeli and Bebi, 2004). Therefore, the trees are identified only if their height exceeds a threshold value 

with respect to the surrounding surface (Figure 5.3B). Analysing values of the adapted tree parameter 

(Figure 5.5), we found one PRA (from the total of four), showing no critical gaps 29 years after the 

disturbance according to the thresholds reported by Frehner et al. (2005). However, the extent of the original 

PRAs was reduced by the forest cover 19 years after the storm and further in the following 10 years. 

Consequently, the extent of PRAs and the related avalanche volume decreased with time after disturbance. 

Accordingly, Teich et al. (2014) highlighted the increase of small snow avalanches stopping within 

sparse/young forests. Furthermore, even a slow forest recovery contributed to forest protection capacity in 

stabilizing the snowpack to some extent. In general, a few small gaps could be found between young trees, 

which might be prone to avalanche formation. The identification and evaluation of such small gaps and 

forest parameters are of great interest in order to reliably simulate possible snow avalanches (Brožová et 

al., 2020). Evaluation of the low vegetation merits particular attention, which does not always provide an 

adequate protection on steep slopes as it might be compressed by the snow cover (Feistl et al., 2014). 

Nevertheless, no avalanches were observed in the uncleared windthrow study area of Disentis (Wohlgemuth 

et al., 2017), even with a cumulated snow cover depth of 1.65 m during the 1998/1999 winter season (Frey 

and Thee, 2002). 

Regarding the short-term temporal changes at the Franza site, the DoD map (Figure 5.7) showed that most 

of the fine biomass (needles and small branches) fell on the ground or broke (Radtke et al., 2009), leaving 

more space to store the snow between the lying stems and consequently increasing the snowpack stability. 

In this case, the protection capacity against snow avalanches slightly increased two years after the 

windstorm compared to one year after. However, such a small increase in protection capacity is expected 

to rapidly decrease within the next ten years, as observed at the Disentis study area.  
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5.5.3 Snow cover 

Regarding the influence of snow on terrain smoothing, we obtained promising results investigating the 

stored volume height with and without snow cover. The index decreased for every PRA compared to the 

absence of snow. However, the SVH values of PRA affected by windthrow were noticeably higher than a 

smooth PRA, meaning that more snow could be accumulated without the risk of releasing an avalanche (for 

the December 2020 survey of the Franza site). After the storm event at Franza, the abated protection forest 

showed a good function in storing and supporting snow cover, considering the snow depth and stored 

volume height values observed in winter conditions. The protection is expected to be sufficient also with a 

snow depth greater than that of the December 2020 survey (0.85 m measured on meadow next to the forest). 

The extrapolation of the fitted linear model calculated a snow depth value of 3.35 m necessary to smooth 

the observed surface of windthrow areas toward the same level as meadow areas. This value of snow depth 

is expected to reduce over the years due to SVH decrease as observed for the Disentis area, where the 

minimum was observed ten years after the storm event. However, the estimation is approximate since the 

model is based only on one survey representing winter conditions. Additional validations are necessary to 

correctly establish a robust relationship between snow depth and stored volume height to improve the 

predictability for the potential formation of snow avalanches depending on the snow depth.  

5.5.4 Applications and limitations 

The investigated study areas Disentis and Franza highlighted the spatial and temporal variation of the 

protection capacity of windthrow areas concerning snow avalanches. Considering the relatively low intra-

site variability of pre-storm forest characteristics and topographical conditions, we observed different 

values for the tested indices between the PRA at both sites. In Disentis, the differences regarded the natural 

regeneration of trees (index: adapted tree parameters) and the decay of deadwood (index: stored volume 

height). One particular PRA showed a forest cover with no critical gaps 29 years after the event, while for 

other PRAs the tree growth rate was lower and critical gaps exist. Even if some areas present small gaps, 

the likelihood of triggering snow avalanches is expected to be low due to the rough surface generated by 

shrubs and young trees. This example of site variability shows the need for an accurate evaluation of the 

post-disturbance forest protection capacity. For this purpose, the study reports a new spatially distributed 

index to evaluate the residual protection capacity of forests (SVH) affected by storms together with an 

algorithm to automatically identify the presence of remaining or new trees (and the related crown extent) 

emerging from the biomass on the ground (ATP). The combination of SVH and ATP improves the 

knowledge of the dynamics in windthrow areas supporting and integrating previous studies (Bebi et al., 

2015; Frey and Thee, 2002; Schönenberger et al., 2005; Wohlgemuth et al., 2017). The indices can 

potentially be used over large regions covered by LiDAR or photogrammetric surveys. They have the 

potential to identify areas with lower protection capacity supporting decision-making on the establishment 

of necessary technical measures. Further studies and control areas are desirable to adequately assess the 
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indices quality and accuracy, especially considering different forest characteristics such as density, age 

structure, species composition and disturbance intensity. 

The methods reported in this study may also be used to assess protection capacity against rockfall of 

windthrow forests. Felled trees have a great capacity to influence rockfall runout distance (Olmedo et al., 

2015). Lying stems increased surface roughness, consequently enlarging the probability of impacting 

obstacles and decreasing the associated energy (Ringenbach et al., 2021). Moreover, the tree identification 

algorithm can be used to delineate the characteristics and location of new forested areas. Such data serve 

as a fundamental input to update rockfall hazard maps in areas impacted by storms in the past, since 

disturbed forests have great importance in rockfall hazard mitigation (Lingua et al., 2020; Scheidl et al., 

2020).  

Assessing post-disturbance forest effects against natural hazards is crucial (Bebi et al., 2017). The 

evaluation of hazard protection in disturbed areas could become difficult due to their extension and the 

problematic accessibility, as observed in areas affected by disturbances in the Alpine region (e.g. large 

forested areas disturbed by the Vaia storm in 2018). This study introduces innovative methods to assess 

and monitor the temporal evolution of forest protection capacity affected by a disturbance event. Such 

methods can be directly applied to evaluate the post-disturbance forest protection capacity even on large 

areas, since the required input data is the point cloud derivable from LiDAR or photogrammetric surveys. 

Consequently, civil authorities could quickly define post-disturbance forest protection capacity over large 

areas, identifying sites with lower protection capacity requiring immediate management. The described 

methods can be further used to compute different management scenarios in a spatial-temporal framework 

to derive the most promising option. The analysis can be used to investigate the consequences of recent 

disturbances (storm Vaia 2018, Chirici et al., 2019) and monitor the temporal evolution of past disturbances 

(Quine and Bell, 1998) for immediate management of hazard areas.  

5.6 Conclusions 

The study investigated the protection capacity of windthrow forests thanks to two study areas in the 

European Alps (Disentis, Switzerland and Franza, Italy) recorded by high-resolution photogrammetric 

surveys. We assessed the performance of four indices in characterising the temporal evolution of windthrow 

areas and the smoothing effect of snow cover. The stored volume height and the adapted tree parameters 

resulted as being the best indices to assess and monitor the protection capacity of forests affected by 

windstorms. In particular, the stored volume height performed well in characterising the effect of snow 

cover on the biomass on the ground. The combination of stored volume height and adapted tree parameters 

allows analysing the characteristic of the biomass on the ground, the remaining standing trees and the 

development of natural regeneration. Regarding the temporal evolution, the minimum level of protection 

capacity was observed around ten years after the disturbance when the protective effect of the biomass on 

the ground was at a minimum, and natural regeneration was not yet sufficiently developed. Twenty-nine 

years after the disturbance the trees reduced the PRA area extent and fragmented the original PRA, 
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decreasing the potential size and effects of possible snow avalanches. The indices presented in this study 

can be used at a regional scale to spatially assess and monitor forest conditions affected by windthrow, 

improving the management of the most critical areas over time.  
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6 General conclusions 

Throughout the papers reported in the thesis, the reliability of simulation model outcomes has been 

improved. The papers focused on two types of mass flows: debris flows and snow avalanches. In particular, 

the thesis aimed to improve the assessment of the volume involved in a mass flow event and the interaction 

with the basal topography in order to improve the hazard and risk maps through the use of numerical models 

for the prediction of future events. In the context of this main objective two specific objectives have been 

addressed. The first deals with the improvement in numerical models of the mass volume acquired along 

the travelling area caused by the motion of the flow. The second involves the quantification of the initial 

released volume. Both the objectives have been carried out through the observation, data collection and 

successive analysis of occurred mass flow events or analysing particular triggering areas. To achieve the 

specific objectives, four research projects have been developed and successively finalized in four journal 

articles. The first two papers (chapter 2 and 3) improved the quantification of the volume acquired in the 

travelling area, while the last two papers (chapter 4 and 5) improved the volume quantification of triggering 

areas that provide initial volume to mass flow events.  

Along the first research project, I focused on the evaluation of debris flow entrainment processes with the 

aim to improve their implementation in numerical models. Thanks to a well-documented extreme debris 

flow event occurred in the Gere channel (IT) we evaluated the observed entrained volume. The values 

correlated well with the smoothed channel slope and starting from this relation we calibrated a function 

based on the local slope, as well observed in the studies of Kronfellner-Kraus (1984) and Rickenmann and 

Zimmermann (1993), to derive an erosion coefficient used in the empirical erosion model implemented in 

the simulation tool r.avaflow. An exponential function resulted the best relation to accurately simulate the 

observed erosion volumes within two different areas of the channel. Results of this study can be exported 

also to other numerical models, since the erosion model implemented in r.avaflow is relatively easy to 

implement. Furthermore, the calibrated function can be used in channels of similar geology respect the 

studied one to improve the representation of erosion processes. In the study we also report other functions 

that could be adequate in other debris flow channels characterised by a different geology and availability 

of sediment. In particular, the paper addressed a gap of knowledge reported in literature concerning the 

necessity of simulating the process of bed erosion and successive material recruitment by debris flows. In 

fact, bed erosion was recognized as an important driver for the increase in debris flow magnitude (Jakob et 

al., 2005). Studies reported entrainment rates per channel length up to 100 m3/m (Hungr et al., 2005; Marchi 

and D’Agostino, 2004; Marchi and Cavalli, 2007; Rickenmann and Zimmermann, 1993)  and in some cases 

to 300 m3/m for particular geological conditions and magnitude of the event (Rickenmann et al., 2003).  

Therefore the necessity to model reliably debris flow erosion was recognized and some empirical and 

process-based models have been devoleped and tested to back calculate real events (Armanini et al., 2009; 

Berger et al., 2011; Chen et al., 2006; Crosta et al., 2015; Egashira and Ashida, 1987; Hungr et al., 1984; 

Takahashi and Kuang, 1986). Most of the erosion models have been combined with single-phase routing 
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models (Pirulli and Pastor, 2012), leading to the simplification of the flow propagation and the processes 

of bed erosion and mass recruitment. The development of multi-phase physically based models (Pudasaini, 

2012; Pudasaini and Mergili, 2019; Rosatti and Begnudelli, 2013) provided the opportunity to improve the 

modellization of erosion processes including the existing erosion models in the most advanced debris flow 

propagation models. In the article presented in chapter 2 of this thesis the multiphase routing model 

proposed by (Pudasaini and Mergili, 2019) together with the multiphase entrainment momentum based 

model (Mergili et al., 2017) has been used to appropriately reproduce the observed erosion pattern. The 

presented study together with similar ones (Armanini et al., 2009; Gregoretti et al., 2019; Starkloff and 

Stolte, 2014) provide a methodological approach to improve the  representation of the dynamic of debris 

flow phenomena with the use of numerical models. Moreover, the presented paper provided new insights 

regarding the simulation of debris flow initiation processes through entrainment of the debris component 

from the channel bed. Civil authorities and technicians can benefit from these advances since they can 

improve the predictions of future events refining the existing hazard and risk maps. 

In the same topic of mass flow entrainment, the second paper (chapter 3) analyses the phenomena of check 

dam collapse and successive mass increase through a simulation model. The study focuses on the debris 

flow event occurred at the end of the Vaia storm (2018) in the Rotian channel (IT). The phenomenon was 

particularly intense and the 15 check dams located in the channel collapsed. With the aim to reproduce the 

observed event with numerical models, we specifically developed and tested a methodology to reproduce 

the effect of check dam collapse. It consists in releasing the mass retained by the check dam at the passage 

of the flow in combination with bed erosion. In fact, comparing the simulated released mass (assumed equal 

to the mass retained by the check dam) with the observed erosion deposition pattern, we established that 

the increase in flow volume derived mainly by erosion processes. The study highlighted the importance of 

erosion processes - as reported in the previous paper presented in chapter 2 and by different authors - and 

the need of an accurate representation of entrainment in mass flow models. The proposed method resulted 

adequate to represent the effect of check dam collapse bettering the outcomes of previous studies (Marchelli 

and De Biagi, 2019; Sodnik et al., 2013) for the representation of mass released and the successive bed 

destabilization and erosion. Moreover, the proposed implementation for simulating the effect of check dam 

collapse is exportable to simulation models that have a great flexibility of mass input within the 

computational domain. The study provides the novel representation of the effect of check dam collapse in 

numerical models offering new tools for civil authorities to calculate the residual hazard and the related 

risk (Hartmann et al., 2021) associated to mitigation structure failure (especially useful when they are 

getting old). In such sense, the concept that mitigation structures are always considered adequate to decrease 

the magnitude of mass flows cannot be assumed if the structure stability is decreasing or in case of extreme 

events (return period > 300 years) or in combination with other mass movements (landslides, bank collapse, 

permafrost melting) as shown in the studies of Benito et al. (1998) and Wang (2013). In this context, the 

procedure representing the effect of check dam collapse can be also used to evaluate alternative 

management solutions of unstable mitigation structures that nowadays may not fully protect the target area. 
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Since such conditions are becoming more and more frequent because most of the check dams of the Alps 

have been realized before the 70s (Piton et al., 2016), the proposed methodology can be extremely useful 

to update the hazard maps in accordance with the actual structure conditions, for which the occurrence of 

failure may occur. 

Regarding the third paper (chapter 4), the focus is on surface roughness as a factor influencing the 

estimation of initial volume of mass flows and the routing modelling. The objective of the study is to 

represent land covers interacting with mass flows that are commonly not taken in consideration such as 

shrub, disturbed and sparse forests together with other standard land covers as dense forest, rocky areas, 

smooth and very smooth surfaces. The objective was achieved analysing the performance of roughness 

algorithms in distinguishing the reported land covers. The vector ruggedness measure (Sappington et al., 

2007a) resulted the algorithm that best performed. Testing the standard roughness approach against the 

directional one (appositely implemented in this study) we found out that the first one overestimates 

roughness values. Therefore, the use of directional roughness algorithms is certainly effective to improve 

the reliability of roughness maps as highlighted in the study of Trevisani and Cavalli (2016). The study also 

shows that DEMs with a spatial resolution of 1 m, which are becoming widespread, are well suited for use 

with roughness algorithms for natural hazard terrain classification and that higher spatial resolutions (0.1–

0.5 m) do not necessarily improve the terrain surface roughness representation. Outcomes of the project 

can be integrated in existing algorithms (Bühler et al., 2013; Viglietti et al., 2009) to improve the generation 

of forest layers applied for large-scale hazard indication mapping. The suggested roughness algorithm and 

the directional one can be also used as a base to produce basal frictional coefficient maps. Their application 

in mass routing models can improve the representation of land covers interacting with natural hazards, so 

bettering the model performance. 

In the fourth paper (chapter 5) the mitigation effect of a specific land cover has been assessed. In particular, 

forests affected by storm events are studied, by analysing the biomass on the ground to specifically quantify 

their protective function in the formation of snow avalanches. Two indices are developed to analyse the 

protection function of the felled trees (stored volume height) and to identify the remaining standing and 

new trees (adapted trees parameters). The indices are used to assess both the long-term temporal change of 

an abated forest (study area Disentis, CH), the short-term temporal change and the effect of the snow cover 

(study area Franza, IT). Analysing the Disentis area, the minimum level of protection was observed ten 

years since the storm event as consequence of biomass degradation and the slow rate of natural regeneration. 

The outcome is a novelty respect to previous studies for which the timing of minimum level of protection 

has not been assessed neither for small control areas (Frey and Thee, 2002). Regarding, the short-term 

temporal change, it has been obtained that in the years immediately after the storm the forest protection 

capacity temporally increased due to the breakage processes of small branches. This breakage increased the 

space between the stems, enhancing the potential volume of snow that can be stabilized. Thanks to a winter 

survey we found a good protection capacity of abated forests immediately after the event, estimating a 

cumulated snow depth around 3 m necessary to smooth the irregular surface of the abated trees. In contrast 
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with the homogenous conditions of the pre-storm forests, results of the study showed that the characteristics 

of wind-disturbed forests were spatially different. This aspect implies an accurate evaluation of the biomass 

structure to reliably define the protection capacity of windthrown areas. The study addresses this 

methodological gap, proposing two new indices to spatially assess and monitor over time and on large areas 

the protection capacity of forests affected by windstorm against snow avalanches. The proposed method 

overcomes previous approaches mainly based on field surveys of small study areas (Schönenberger, 2002a; 

Wohlgemuth et al., 2017). In particular, the two implemented algorithms can be applied to map large areas, 

since the required input are point clouds derivable from LiDAR or photogrammetric surveys. In this way 

civil authorities can quickly identify the most critical areas and effectively plan and design mitigation 

structures to reduce the risk toward citizens. 

The four papers presented in this thesis advance the actual knowledge on the estimation and representation 

of volume involved in mass flow phenomena for a modelling purpose. Improvements are obtained 

investigating the processes of erosion and entrainment through calibration and implementation in a 

simulation tool. Advances are also obtained in the delineation and assessment of areas which are sources 

of the initial volume to mass flows. At this purpose, two codes are developed and published in open-source 

format and they are available online. 

All outcomes are based on observations of occurred events followed by data collection and methodological 

solution development to fill the identified gap of knowledge in flow mass modelling. The findings provide 

effective methods and algorithms that can be straight used by researchers or civil authorities to improve the 

reliability of simulation model outcomes.  

All this is realized throughout operative procedures that have been developed and tested and have bettered 

our capacity to predict the potential areas impacted by mass flows and, consequently, to effectively reduce 

the vulnerability of citizens and infrastructures.  
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