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Abstract

The always-increasing number of mobile subscribers, the growing demand for mo-
bile data, and the emergence of new applications require cellular systems to be
constantly improved. The last generation of cellular networks, i.e., 5G, stands
out for its high performance and extreme flexibility, making it possible to sup-
port multiple use cases with diverse and stringent service requirements. One of
the main novelties is represented by the possibility to communicate at millime-
ter wave (mmWave) frequencies, providing access to an unprecedented amount of
radio resources which can theoretically enable extremely high data rates. How-
ever, signals propagating at these frequencies experience harsh conditions, posing
several challenges for the realization of efficient mmWave cellular systems.

The grand objective of this thesis is to provide innovative solutions to over-
come the limitations of mmWave communications and exploit the potential of
this technology in the context of 5G and beyond cellular networks. In par-
ticular, we (i) present novel simulation tools, including channel, antenna, and
beamforming models for the accurate characterization of next-generation cellular
systems; (ii) identify the potential and challenges for the realization of wireless-
backhauled mmWave deployments, and present a semi-centralized resource parti-
tioning scheme for this type of networks; (iii) analyze the cross-layer challenges
arising from the integration of Hybrid Beamforming (HBF) and Multi User MIMO
(MU-MIMO) in mmWave cellular systems; (iv) introduce a novel framework to
enable network slicing in mmWave Radio Access Networks (RANs); and (v) eval-
uate the feasibility of providing vehicular communication services by means of
mmWave communications. We adopt a system-level approach that allow us to
properly characterize the network behavior, considering the full protocol stack
and all the elements that have an impact on the performance of the end-users.
Our results demonstrate the effectiveness of the proposed solutions, breaking new
ground towards more efficient and high-performance mmWave cellular systems.
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Sommario

A causa del sempre maggior numero di utenti, della crescente domanda di dati
mobili e della nascita di nuove applicazioni, le reti cellulari necessitano di costante
aggiornamento. L’ultima generazione di reti mobili, le reti 5G, è caratterizzata da
elevate prestazioni ed estrema flessibilità, grazie alle quali è possibile supportare
vari casi d’uso con diversi requisiti di servizio. Le comunicazioni a frequenze
millimetriche rappresentano una delle principali novità dello standard 5G, perché
consentono l’utilizzo di una vasta porzione di risorse radio ed il raggiungimento
di elevate velocità di trasmissione. Tuttavia, la realizzazione di sistemi cellulari
operanti a tali frequenze è soggetta a numerose problematiche che derivano dalle
severe condizioni di propagazione dei segnali radio.

Questa tesi si pone l’obiettivo di fornire soluzioni innovative per risolvere le
problematiche realizzative e sfruttare appieno i benefici di questa tecnologia.
Nello specifico, (i) vengono presentati nuovi strumenti per la simulazione delle reti
di prossima generazione, tra cui un modello di canale e modelli per la caratteriz-
zazione delle antenne e delle operazioni di beamforming; (ii) vengono identificati
i benefici e le problematiche relative alla realizzazione di reti millimetriche con
backhaul senza fili e viene presentato un efficiente meccanismo di ripartizione delle
risorse; (iii) viene analizzata l’interazione cross-layer che deriva dall’utilizzo con-
giunto di soluzioni HBF e MU-MIMO; (iv) viene introdotto un sistema innovativo
per l’implementazione del paradigma di network slicing all’interno di una rete di
accesso a frequenze millimetriche e, infine, (v) viene valutata la possibilità di sup-
portare servizi di comunicazioni veicolare attraverso comunicazioni a frequenze
millimetriche. L’approccio di tipo “system-level” utilizzato in questa tesi permet-
te di caratterizzare il comportamento della rete in modo adeguato, prendendo
in considerazione l’intero stack protocollare e tutti gli elementi che influenzano
le prestazioni degli utenti finali. I risultati ottenuti dimostrano l’efficacia delle
soluzioni proposte, aprendo nuove strade per la realizzazione di reti cellulari più
efficienti e performanti.
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1
Introduction

Over the past two decades, the increase of mobile subscriptions and the growth of
data traffic generated by mobile devices triggered the need for more efficient and
versatile cellular networks, and this trend is expected to continue in the future.
Indeed, as reported in the latest Ericsson Mobility Report [1], the number of
unique subscriptions is expected to grow from 5.9 billions in 2021 to 6.5 billions in
2026. 76% of the subscribers correspond to smartphone devices, each generating
an average traffic volume of more than ∼10 GB/month. In 5 years, this value
is expected to reach 35 GB/month. Currently, the main source of mobile traffic
is video streaming, which accounts for 66% of the overall data consumption, but
emerging use cases, such as virtual and augmented reality, Industrial Internet of
Things (IIoT), and autonomous vehicles are expected to drive the trend in the
next years.

Such increasing demand for mobile data traffic and the need to support new
use cases require cellular systems to be continuously updated and improved. The
latest generation of cellular networks, i.e., 5G, has been designed to support [2]:

• peak data rate of 10 Gbit/s and up to 20 Gbit/s in certain conditions and
scenarios;

• user experienced data rate of 100 Mbit/s in wide area coverage cases and
even higher in hotspot cases;
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• spectrum efficiency three times higher compared to Long Term Evolution
(LTE)-Advanced networks;

• area traffic capacity up to 10 Mbit/s/m2;

• energy consumption not higher than current networks;

• over-the-air latency of 1 ms;

• high mobility, up to 500 km/h with acceptable Quality of Service (QoS);

• connection density of up to 106 devices/km2.

Moreover, 5G is required to handle several use cases with diverse communication
requirements, which may possibly coexist within the same network. They can be
divided into three main categories [2]:

• Enhanced Mobility Broadband (eMBB), which includes human-centric ap-
plications aiming at providing fast and seamless access to media contents,
services, and data (e.g., virtual and augmented reality, and video stream-
ing);

• Ultra-Reliable Low-Latency Communication (URLLC), including use cases
that require the support of critical services with very stringent requirements
in terms of latency and reliability (e.g., wireless control of industrial man-
ufacturing or production processes, remote medical surgery, transportation
safety);

• Machine Type Communications (MTC), which includes use cases involving
a large number of connected devices characterized by sporadic transmissions
and low data volumes, but with stringent requirements in terms of costs and
battery life (e.g., monitoring of industrial processes, smart grids, health data
collection).

Notably, these use cases involve different types of devices other than smartphones,
such as vehicles, sensors, and wearables. Differently from the previous generations,
5G networks have to provide seamless and ubiquitous connectivity to both humans
and machines [3, 4].
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Over the last decade, researchers and the industry have worked to meet the
target requirements and address the emerging market trends. Among the many
contributions that have been provided, we can identify four main research direc-
tions that have shaped the design of the 5G technology [5]:

• mmWave communications
The high capacity required to support the envisioned use cases triggered
the need for new spectrum resources, because the frequency bands used by
previous generations systems are limited and already saturated. mmWave
communications solve this issue by enabling the usage of new portions of
the spectrum, roughly between 30 and 300 GHz ∗, which are currently
underutilized [6, 7].

• Densification of cellular deployments
Another way to increase the capacity of cellular systems is through network
densification, defined as a combination of spatial densification (i.e., increase
the number of cell sites) and spectral aggregation (i.e., by exploiting the
availability of multiple frequency bands) [8]. While 4G deployments usu-
ally have a flat network structure with a single layer of macro cells, 5G
networks can assume hierarchical structures with multiple layers of macro
and small cells operating at different frequencies and with different coverage
capabilities.

• Massive Multiple Input, Multiple Output (MIMO)
Massive MIMO makes it possible to improve the spectral efficiency of cellu-
lar systems, therefore increasing the throughput and reducing the radiated
power [9]. In a Massive MIMO system, base stations and user terminals are
equipped with antenna arrays made of multiple, physically small, radiating
elements and can exploit suitable beamforming techniques to achieve the
spatial multiplexing of the radio resources.

• Network softwarization
5G systems are required to be flexible enough to support multiple services
with diverse communication requirements. This flexibility can be achieved

∗The mmWave spectrum was originally defined as the band between 30 and 300 GHz, how-
ever, the industry loosely considers as mmWave any band above 10 GHz [6]
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through the virtualization of the network infrastructure (referred to as net-
work function virtualization), by replacing dedicated hardware with virtu-
alized instances running on generic hardware. Moreover, software defined
networking paradigms enable an easy and dynamic configuration of the net-
work, by deploying new network function instances in real time [10]. Finally,
network slicing allows operators to instantiate multiple virtual networks on
top of the same physical infrastructure, allowing multiple services to be
delivered by the same system simultaneously [11].

To merge the newly developed solutions within a unique communication stan-
dard, the 3rd Generation Partnership Project (3GPP), i.e., the main standardiza-
tion body for cellular networks, carried out a significant effort which resulted in
the publication of a new set of technical specifications referred to as 5G NR [12].
The effort started in 2015 and can be divided into two main phases. The first
phase (Release 15) ended in March 2019 with the release of the first set of 3GPP
specifications for 5G. With the second phase (Release 16), which ended in July
2020, the 3GPP completed the specifications for a full 5G system. Currently, the
3GPP is working on Releases 17 and 18, which will put the basis for 5G-Advanced,
the evolution of 5G.

1.1 5G Cellular Networks

5G NR defines a new Radio Access Technology (RAT), featuring a new air inter-
face and a new RAN architecture, referred to as Next Generation Radio Access
Network (NG-RAN) [12].

While still based on Orthogonal Frequency Division Multiplexing (OFDM), the
air interface has been completely redesigned and includes several novelties which
make 5G much more flexible, scalable, and efficient with respect to 4G LTE [13].
One of the key features is the support to operations at mmWave frequencies,
between 24.25 and 52.6 GHz, other than at traditional sub-6 GHz frequencies,
between 410 MHz and 7.125 GHz [14]. The high spectrum availability provides
the possibility to use very wide transmission bandwidths, up to 400 MHz per car-
rier, which can be further increased by means of Carrier Aggregation (CA) [15].
Moreover, the bandwidth can be adapted through a novel adaptation mechanism,
allowing the User Equipment (UE) to use just a portion of the overall system
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bandwidth. Also, NR enables a flexible configuration of the Physical (PHY)
layer numerology by selecting one of the five predefined settings, each providing
a different sub-carrier spacing (ranging from 15 to 240 kHz) and frame structure
(from 1 to 16 slots per subframe) [16]. To support low latency applications, it in-
troduces the concept of “mini-slot,” which enables transmissions over a portion of
the slot [17], and of “dynamic TDD,” which leaves to the scheduler the possibility
to dynamically assign resources for uplink or downlink transmissions in different
portions of the slot [18]. Massive MIMO and beamforming operations are natively
supported. Finally, NR provides ad hoc support for Vehicle-to-Everything (V2X)
services, including Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)
transmissions both at sub-6 GHz and mmWave frequencies [19].

With respect to the architecture of the access network, NG-RAN includes sev-
eral advancements with respect to the LTE RAN. Given the need for high density
cellular deployment, NG-RAN has been equipped with a number of technological
solutions to facilitate the deployment of small cells, build hierarchical network
structures, and ease the replacement of old network equipment. Indeed, NG-
RAN can operate in two different configurations, namely Standalone (SA) and
Non Standalone (NSA). The SA mode is equivalent to a traditional deployment,
where a 5G NR device is served by a Next Generation Node Base (gNB) (i.e.,
a 5G base station) and Internet access is provided by the 5G Core (5GC) (i.e.,
the 5G core network) [12]. In the NSA mode, instead, the gNB is assisted by an
LTE base station to access the core network functions, thus removing the need
for a 5GC instance, which might not be available in early deployments. More-
over, NG-RAN enables multi-connectivity, by which a primary (e.g., macro) and
a secondary (e.g., small) cells can be used in conjunction to serve the same user,
possible through different RATs (i.e., LTE and 5G NR) [20]. To decrease the in-
stallation costs of new cell sites, it supports the Integrated Access and Backhaul
(IAB) technology, which enables the deployment of base stations with a wireless
backhaul connection [21]. Another novelty is the possibility to split the gNB func-
tionalities into multiple entities, i.e., (i) the Central Unit (CU), which implements
the higher layers of the protocol stack, (ii) the Distributed Unit (DU), contain-
ing the lower layers, and (iii) the Radio Remote Unit (RRU), which handles the
RF operations. This paradigm, referred to as network disaggregation, enables a
flexible network customization and optimization [22].
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1.2 mmWave Communications

mmWave communications represent one of the main novelties introduced by 5G.
The large amount of radio resources available at these frequencies enables the
usage of large transmission bandwidths and provides the possibility to reach data
rates in the order of gigabits per second [7]. Despite these promises, however, com-
munications at mmWaves introduces several challenges that need to be addressed
to ensure robustness and reliability to the end users, which are summarized in
the following sections.

Free Space Loss and Directionality As described by the Friis equation,
the power loss of a signal propagating in free space is proportional to the frequency
and the distance between the transmitter and the receiver [23]. In principle,
this phenomenon limits the possibility to communicate at mmWaves, because
of the high attenuation experienced at these frequencies. However, the smaller
wavelength of mmWave signals make it possible to pack more antenna elements
within a small form factor and realize antenna arrays with reduced dimensions [6].
Coupled with beamforming techniques, the use of antenna arrays can increase the
channel gain by focusing the transmit power into narrow beams, hence increasing
directivity. While directivity can (at least partially) compensate for the high
pathloss experienced at mmWaves and reduce interference, it requires transmitter
and receiver beams to maintain alignment, making it difficult to handle high-
mobility scenarios [24].

Atmospheric and Environmental Phenomena mmWave propagation is
susceptible to several environmental phenomena. Certain mmWave bands, such
as the bands around 22 and 60 GHz, are subject to strong attenuations caused
by water vapor and oxygen molecules present in the air [25]. Moreover, mmWave
signals are susceptible to rain, since their wavelength is proportional to the size
of rain droplets. However, the loss induced by this phonomenon causes severe
problems only in case of extreme conditions, such as monsoons [26]. Finally, the
presence of vegetation can also induce an attenuation on radio signals propagating
at mmWave frequencies [27].
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Shadowing and Blockage Another characteristic of mmWave propagation
is that signals do not propagate through obstacles. Walls, windows or room
forniture can cause shadowing or even complete blockage [28]. As a consequence,
ensuring uniform coverage is challenging, and achieving seamless connectivity in
indoor environments through outdoor base stations is not possible [29].

Human-induced Attenuation The presence of humans can also impact the
propagation of the mmWave signals, causing ad additional loss of up to 40 dB
[30, 31]. This effect mainly depends on the “shape” of the occluding bodies and
the antenna configurations, with just a weak dependence on the number of people
present in the environment, since signals are mainly reflected and not absorbed
[32]. Therefore, the presence of long and deep fades is not uncommon and needs
to be taken into account.

Doppler Effect In case of mobility, the Doppler effect causes a dispersion
of the signal in the frequency domain, which is proportional to the speed and
the carrier frequency. The spread experienced at mmWaves is 10 to 20 times
higher than at 3 GHz, but can be considerably reduced by introducing directional
antenna arrays [33].

As pointed out in [34], the peculiar propagation conditions experienced at
mmWaves opens new challenges at all layers of the protocol stack and requires
the system architecture to be revised.

1.3 Simulation of Cellular Systems

The design of new solutions for cellular systems typically involves three different
methodologies, which have different purposes and are usually exploited jointly in
order to fully understand the system behavior, namely analytical modeling, real-
world measurements, and simulation. In particular, analytical modeling provides
a general characterization of the system and a preliminary evaluation, usually
through the derivation of bounds and/or approximations for the system perfor-
mance. However, it may be difficult to devise mathematical models capable of
capturing all the relevant dynamics, and several assumptions may be needed to
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make these models tractable. On the other hand, measurement campaigns on
prototypes or real systems could provide very accurate results, but they are very
expensive and difficult to conduct. Sometimes the realization of a working proto-
type may not even be feasible, because the required hardware may not be available
on the market. Finally, simulations consist in mimicking the system operations
by means of one or multiple models describing the system and the phenomena
influencing its behavior, with a certain level of abstraction. The latter is chosen
according to the desired evaluation accuracy, allowing the testing of the system
performance at different scales and in different situations. Also, simulations make
it possible to arbitrarily set the operating conditions under which the system has
to be tested, and to reproduce them at any time. Therefore, simulation allows
the comparison of the performance of different variants of the system or different
configuration options. This tool has been exploited throughout this thesis to as-
sess the effectiveness of novel algorithms and architectures for mmWave cellular
networks.

Nonetheless, the reliability of the evaluation results mainly depends on the
quality of the simulation models, which have to be detailed enough to include the
characterization of all the phenomena of interest, and this may be challenging
when the system is too complex. For this reason, part of this thesis has been de-
voted to the development of models for the accurate simulation of next-generation
cellular systems.

1.4 Contributions and Thesis Organization

The grand objective of this thesis is to provide innovative solutions to overcome
the limitations of mmWave communications and fully exploit their potential in
the context of 5G and beyond cellular networks. We can identify five main con-
tributions, each corresponding to an individual chapter, which are summarized
in the following.

Simulation Tools for Next-generation Wireless Networks

Network simulators are fundamental tools to assess the effectiveness of novel de-
signs, architectures, and algorithms for networking problems, offering the possibil-
ity to monitor the performance of the overall system in a controlled environment,
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with different scenarios and parameter settings, and without the need for a real
deployment [35]. In Chapter 2, we present novel simulation tools for the accurate
evaluation of next-generation wireless networks. In particular, we propose a new
spatial channel model for the ns-3 network simulator [36], which is based on the
3GPP specifications, featuring a wide frequency range and several propagation
scenarios. Moreover, we introduce a new model for antenna arrays and beamform-
ing operations which improves the realism in the simulation of mmWave cellular
systems.

Integrated Access and Backhaul in 5G mmWave Networks

The high propagation loss experienced at mmWaves limits the achievable com-
munication range and requires operators to realize dense cellular deployments.
This paradigm is often referred to as network densification [8]. However, the high
capital and operational expenditures needed to deploy a large number of base
stations within small areas make this effort usually impractical [37, 38]. One of
the most critical parts is the backhaul, i.e., the wired interface which connects
the base station to the core network. In Chapter 3, we consider wireless backhaul-
ing as a cost-effective solution towards dense mmWave deployments [39]. This
technology, which has been formalized by the 3GPP, enables the deployment of
base stations with a wireless backhaul connection, thus removing the need for
new fiber drops. In particular, we review the 3GPP standardization activities
on IAB and evaluate the performance of IAB mmWave deployments in different
scenarios. Moreover, we propose a novel, semi-centralized resource management
scheme based on Maximum Weighted Matching (MWM), able to improve the
performance of IAB mmWave networks.

Full-stack Evaluation of Hybrid Beamforming in 5G mmWave Net-
works

mmWave systems make use of antenna arrays and beamforming techniques to
compensate for the high pathloss experienced at these frequencies. Beamforming
can be realized through either analog, hybrid, or digital hardware architectures,
each providing different characteristics in terms of cost, complexity, and perfor-
mance [40]. In particular, hybrid solutions represent a middle ground between
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low cost/complexity and high performance and, for this reason, are widely used
for the realization of mmWave systems [41]. In Chapter 4, we analyze the inte-
gration of HBF in the 5G radio protocol stack, focusing on the interplay between
well-established beam design methods and the higher layers. Our results reveal
novel issues in the interaction between scheduling and beamforming operations,
which pose new challenges for the realization of efficient mmWave HBF cellular
systems.

RAN Slicing in mmWave Cellular Networks

5G and beyond cellular systems are required to support multiple simultaneous
service classes with diverse communication requirements. Network slicing is one
of the main enablers to satisfy this requirement, defined as the concept of run-
ning multiple virtual networks (i.e., slices) on top of the same physical infras-
tructure [11]. The implementation of such concept in 5G networks gives birth
to a variety of challenges, in particular, one of the biggest adversities lies in
the allocation of the available resources to the different slices of the RAN [11].
In Chapter 5, we propose a RAN slicing framework for 5G cellular networks
operating at mmWave frequencies. This framework is based on CA [42], a multi-
connectivity technique which allows users to establish multiple connections with
the base stations, and exploits the presence of different wireless links to support
multiple slices simultaneously.

Towards Millimeter Wave Vehicular Networks

The exploitation of mmWave frequency bands is being considered also for new uses
cases, such as vehicular communications. Notably, the multi-gigabit-per-second
throughput that can be achieved at mmWaves has been seen as an opportunity
for bandwidth-hungry applications in a vehicular context, where sensors (e.g.,
RADARs, LiDARs, cameras) and infotainment systems are expected to generate
data in the order of hundreds of megabits per second [43]. In Chapter 6, we
discuss the potential and challenges of mmWave communications to provide next-
generation vehicular services. Notably, we introduce MilliCar, a novel simulation
tool for the evaluation of mmWave V2V networks, which is based on the 3GPP
NR V2X standard. Moreover, we present a performance analysis carried out using
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this tool, which evaluates the impact of several system-level parameters on the
end-to-end communication performance.

Finally, Chapter 7 concludes this thesis by summarizing the presented contri-
butions and highlighting the main results.
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2
Simulation Tools for Next-generation

Wireless Networks

2.1 Introduction

A correct and reliable testing and performance evaluation of next-generation wire-
less networks becomes of paramount importance to identify the critical elements
of the system before commercializing it, and to understand which algorithms
and network architectures can provide the best quality of service to the end
users. Simulation will play a fundamental role in this, as testbeds for 5G and
next-generation Wireless Local Area Networks (WLANs) are still in the mak-
ing [44, 45]. Additionally, simulations can adapt better than testbeds to the
large number of evolving use cases and deployment scenarios that such networks
will serve. ns-3 is well positioned to be an important simulation tool for future
wireless networks, thanks to the already available modules for mmWaves and
NR [46, 47], IEEE 802.11ad/ay [48, 49], and to the activity to extend the wifi
module to also support IEEE 802.11ax [50].

Nonetheless, ns-3 is currently lacking common channel model Application Pro-
gramming Interfaces (APIs) that can be used by all the aforementioned modules,
to provide results based on the same channel abstraction, or to test the coexis-
tence of different technologies in the same frequency spectrum. These modules,
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indeed, currently use different channel modeling techniques, included in the mod-
ules themselves [51, 52, 53], not directly comparable with each other, and not
designed with a modular and extensible approach. ns-3, on the other hand, pro-
vides a number of propagation models, and a flexible abstraction for the spectrum
usage of single and multi carrier systems [54], but is lacking a fading model that
can be integrated with multi-antenna wireless technologies.

The channel model, however, is one of the most important components of a
wireless network simulator, as the results can only be as accurate as the channel
abstraction [55]. In particular, when it comes to mmWaves, the harsh propa-
gation conditions may severely impact the performance of the higher layers of
the protocol stack, much more so than at traditional sub-6 GHz frequencies [56].
Moreover, mmWave systems generally exploit beamforming to increase the link
budget of the communication, and this element has to be introduced in the overall
modeling process of the channel. Additionally, when considering MIMO systems,
an exact characterization of the rank of the wireless channel is necessary for a
proper evaluation of how many parallel streams can be supported [57].

In the first part of this chapter, we review modern channel modeling efforts
and present the implementation of a spatial channel model for future wireless net-
works that has been recently included in ns-3. Notably, we implemented a Spatial
Channel Model (SCM) for the spectrum module, which characterizes the channel
through a matrix H, in which each single entry models the channel between two
antenna elements at the transmitter and the receiver [58]. The channel realization
is computed using the 3GPP stochastic model for 5G networks between 0.5 and
100 GHz [59]. Additionally, we extended the propagation module to support
the models in [59], with a different characterization for Line of Sight (LOS) and
Non Line of Sight (NLOS) states (according to whether the direct path between
the transmitter and the receiver is blocked or not). The implementation of the
channel model equations is based on that in [53], but the code has been refactored
and redesigned to be as modular as possible, with a clear separation of the prop-
agation model, the fading, the antenna, and the beamforming. It can be easily
extended to support other fading models based on the computation of a channel
matrix. Indeed, we introduce an extension which enables the simulation of wire-
less channels in vehicular environments, and an interface which can be used to
read channel traces obtained with ray-tracing tools. Moreover, we present three
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Fig. 2.1: Diagram Representing the Channel Generation Procedure; the Colors Indicate the
Classes where the Steps are Accomplished

examples which demonstrate the usage of this model, and comment on possible
use cases.

In the second part, we introduce novel simulation models for antenna arrays
and beamforming, which adds on top of our channel model to further improve
the support to the simulation of next-generation wireless systems with ns-3. This
framework features (i) a flexible antenna module, comprising of multiple para-
metric antenna elements as well as a generic interface for phased antenna arrays,
and (ii) a Beamforming (BF) module including codebook- and Singular Value
Decomposition (SVD)-based BF algorithms. It is integrated with the ns-3 spa-
tial channel model, building a complete, flexible, and accurate simulation tool.
To demonstrate the capabilities of this framework, we present the full-stack eval-
uation of different antenna and beamforming configurations. We believe that
the simulation tools described in this chapter represent a substantial and timely
contribution to the wireless research community that uses ns-3 to study next-
generation wireless networks.

The rest of the chapter is organized as follows. In Section 2.2 we describe the
new SCM for ns-3 and its extensions, while in Section 2.3 we present the simlation
framework for antenna arrays and beamforming. Finally, we conclude the chapter
in Section 2.4.
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2.2 Modeling of Wireless Channels

Channel modeling is a fundamental activity for the design and evaluation of fu-
ture wireless networks. The authors of [55] claim that the new features of cellular
and WLAN networks call for new approaches in channel modeling. Large an-
tenna arrays and the deployment of MIMO techniques require the addition of the
spatial dimension in the channel, with a full 3D model, capable of characterizing
the diversity of the channel paths for each pair of antenna elements between the
transmitter and the receiver. Moreover, the channel in the new frequency bands
of 3GPP NR and IEEE 802.11ad/ay (i.e., mmWaves) needs proper understanding,
especially with respect to multipath fading and blockage. Finally, new deploy-
ments (e.g., vehicular networks) introduce additional modeling requirements for
network simulations.

These challenges have motivated several efforts in channel modeling, especially
when considering mmWave frequencies [33]. Multiple measurement campaigns in
these frequency bands have strived to accurately model the propagation and fad-
ing in different scenarios [7, 60, 61], highlighting how mmWaves are characterized
by high propagation loss, sensitivity to blockage, and a reduced impact of small
scale fading with sparsity in the angular domain. These measurement campaigns
have then led to different families of channel models for future wireless networks,
generally given by the combination of propagation loss and fading models. The
different modeling approaches differ for their degree of abstraction, simplicity
and accuracy. Analytical studies for 5G generally use simple propagation loss
models, combined with Nakagami-m or Rayleigh fading [62]. These models are
computationally efficient, but fail to capture the spatial dimension of the channel
and cannot be combined with realistic beamforming models. Quasi-deterministic
channels, developed, for example, for IEEE 802.11ad/ay [63], are instead designed
to be as accurate as possible in specific scenarios, but are much more complex
and require a precise characterization of the environment [64].

3GPP TR 38.901 For the evaluation of NR, the 3GPP has adopted a 3D
SCM [59], which represents a tradeoff between the two aforementioned channel
modeling approaches: it is generic, thanks to its stochastic nature, but at the
same time can model interactions with beamforming vectors. An SCM, indeed,
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Fig. 2.2: Schematic Representation of Multipath Components.

models the channel through a channel matrix H(t, τ), with as many rows and
columns as the number of transmit (U) and receive (S) antenna elements. Each
entry Hu,s(t, τ) corresponds to the impulse response of the channel between the
s-th element of the Base Station (BS) antenna and the u-th element of the User
Terminal (UT) antenna at delay τ at time t. Hu,s(t, τ) is generated by the su-
perposition of N different clusters, representing groups of multipath components
that arrive and/or depart the antenna arrays with certain angles (Figure 2.2).
The multipath components impact the receiving array with different delays, and
the power will be scaled according to a delay-based profile. If present, an LOS
cluster is modeled with the strongest power and the minimum delay. The other
clusters, instead, represent reflections from the scattering environment.

The 3GPP channel modeling framework is described in TR 38.901 [59] and
represents the extension of TR 38.900, which was targeted for above-6 GHz bands
only. It supports the modeling of wireless channels between 0.5 and 100 GHz by
means of a stochastic SCM, in which a single instance of the channel matrix H(t, τ)

is computed according to random distributions for large scale fading parameters
(i.e., the delay profile, the angles of arrival and departure, and the shadowing) and
for the small scale fading (i.e., for small variations in the channel, for example,
as given by the Doppler spread). To enable the simulation of signal propagation
in different environments, it specifies four scenarios, with different parameters for
the random distributions underlying the channel:

• RMa (Rural Macro), targeting rural deployments with continuous wide area
coverage;

• UMa (Urban Macro), intended to model urban areas with macrocells mounted
above the rooftops of the surrounding buildings;
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• UMi (Urban Micro) Street Canyon, similar to UMa but with base stations
mounted below the rooftops;

• Indoor Hotspot (InH) Mixed and Open Office, to model indoor environ-
ments.

For each scenario, this model provides the characterization of the LOS/NLOS
channel condition, the propagation loss, and the small scale fading due to the
effect of Doppler and multipath. Also, it defines a radiation model to account for
the non-isotropic behavior of real antennas.

The channel matrix generation procedure, represented in Figure 2.1, accounts
for both large (i.e., pathloss and shadowing) and small scale (fast fading) prop-
agation phenomena, and provides the possibility to select different models and
parameters depending on the scenario of interest. The pathloss model describes
the signal attenuation between the transmitter and the receiver as a function of
the 3D positions and the carrier frequency. The shadowing model provides the
statistical characterization of the attenuation due to the presence of obstacles
between the transmitter and the receiver. The small scale fading accounts for
the signal phase and amplitude variations due to small changes in the spatial
separation between the transmitter and the receiver, and for the Doppler effect
introduced by a moving terminal. While the large scale propagation effects are
considered to be constant within the frequency band of interest, the small scale
fading has a frequency-selective behavior, thus introducing a gain which varies
within the band.

In the following, we describe the 3GPP SCM for 5G networks that has been
implemented in ns-3, providing details on the pathloss and channel condition
computations, the channel matrix generation procedure, and the antenna model
that can be associated to such matrix.

2.2.1 A Spatial Channel Model for ns-3

In ns-3, the modeling of the signal propagation through the wireless channel is
handled by the spectrum module, which includes the abstract classes Spectrum-
Phy and SpectrumChannel. Devices communicating through the same wireless
channel have their own SpectrumPhy instances, which are in charge of creating the
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Power Spectral Density (PSD) of the transmitted signals. The different Spectrum-
Phy instances are attached to the same SpectrumChannel object which dispatches
the transmissions among the devices. At each transmission, SpectrumPhy calls the
method SpectrumChannel::StartTx which notifies each receiver and computes
the corresponding PSDs of the received signals. To account for the power atten-
uation and fading due to the propagation of the signal through the environment,
SpectrumChannel relies on two standard interfaces, i.e., PropagationLossModel
and SpectrumPropagationLossModel. The former models slow fading, in which
the loss is constant over the frequency band of the signal, while the latter is used
for fast fading models, which introduce frequency-selective losses.

The 3GPP SCM can be divided into four main components, namely, (i) channel
condition models, used to determine the LOS/NLOS channel state, (ii) propaga-
tion loss models, including pathloss and shadowing, (iii) the fast fading model,
and (iv) the antenna model. The objective of this project was to implement these
components using, whenever possible, the interfaces provided by the spectrum
and propagation modules [54], without compromising the support of existing
models and ensuring an easy integration in the main code base. We decided to
implement each component as a separate class in order to achieve a flexible and
re-usable architecture, enabling the possibility to easily replace, modify or include
new parts. In this section, we focus on the first three components, while the an-
tenna model will be described in Section 2.3. Figure 2.3 reports a simplified UML
diagram for the classes involved in the channel model implementation.

LOS Probability Models

The first step for the generation of the channel matrix is to determine the LOS/NLOS
channel condition. 3GPP TR 38.901 provides stochastic models to determine the
channel state in all the scenarios of interest, taking into account the distance
between the communication endpoints and the characteristics of the propagation
environment, e.g., the presence of buildings and obstacles.

Since ns-3 lacks a general way to account for the channel state, we developed the
class ChannelCondition, which stores the state information related to a certain
channel. Also, we proposed a new interface, called ChannelConditionModel,
which can be extended to implement any specific channel condition model, either
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stochastic or deterministic. The main method is GetChannelCondition, which
accepts as argument the positions of the two nodes and returns a pointer to the
corresponding ChannelCondition instance.

To include the channel condition models defined in the 3GPP TR 38.901, we de-
veloped five different classes, i.e., ThreeGppRmaChannelConditionModel, Three-
GppUmaChannelConditionModel, ThreeGppUmiStreetCanyonChannelCondition-
Model, ThreeGppIndoorOpenOfficeChannelConditionModel and ThreeGppIndoor-
MixedOfficeChannelConditionModel, each handling a different scenario. All
the new classes derive from the same base, called ThreeGppChannelCondition-
Model, which extends the ChannelConditionModel interface and provides caching
functionalities for the periodic update of the states. When the method Get-
ChannelCondition is called for the first time, the channel state is computed and
its value is stored in a map, together with the generation time. Then, at subse-
quent calls, the method checks if the state has to be updated or not based on the
time expired since its generation and, if so, a new state is independently gener-
ated, without accounting for any temporal correlation. The update interval can
be tuned by the user with the attribute UpdatePeriod, with the possibility of
never updating the channel condition if the attribute is set to 0.

Pathloss and Shadowing Models

The pathloss models defined in 3GPP TR 38.901 can be expressed through the
general form of Eq. (2.1), where d is the 3D distance between the two endpoints,
fC is the carrier frequency, A, B and C are model parameters, and X is an
optional loss term.

PL = A log10(d) +B + C log10(fC) +X [dB] (2.1)

In particular, A represents the pathloss exponent and accounts for the dependence
on the distance between the receiver and the transmitter, while C determines the
relation between the pathloss and the carrier frequency. A, B, C and X take
different values depending on the propagation conditions, such as the scenario,
the LOS/NLOS channel state and the break point distance dBP , as defined in
[59].

Also, to account for the variations of the received signal power due to blockage
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events, a log-normal shadowing component is added to the mean pathloss. Ad-
jacent fading values are correlated with an exponential autocorrelation function,
and their correlation depends on the spatial separation between the two positions.
As for the pathloss, the standard deviation of the shadowing component, as well
as the autocorrelation function, depend on the specific propagation conditions.

Moreover, 3GPP TR 38.901 specifies a model to account for the outdoor-to-
indoor penetration loss due to buildings or cars, which however was not considered
in this work and is planned for future development.

To include the pathloss and shadowing model defined in 3GPP TR 38.901,
we developed the base class ThreeGppPropagationLossModel, which extends the
PropagationLossModel interface and implements the general logic used to handle
the computation of the mean pathloss and the shadowing component. Then, we
extended this class by developing four subclasses, i.e., ThreeGppRmaPropagation-
LossModel, ThreeGppUmaPropagationLossModel,
ThreeGppUmaStreetCanyonPropagationLossModel and ThreeGppIndoorOffice-
PropagationLossModel, which define the models for the different channel sce-
narios. Since the propagation loss depends on the LOS/NLOS channel state, the
ThreeGppPropagationLossModel class is paired with a channel condition model
through the ChannelConditionModel interface. The main method is DoCalc-
RxPower, which returns the power received at the receiver side based on the
positions of the communicating nodes. It makes use of the methods GetLossLos
and GetLossNlos to compute the mean pathloss in the LOS and NLOS states,
respectively, and of the method GetShadowing to apply the shadowing model.
Two other functions, namely GetShadowingStd and GetShadowingCorrelation-
Distance, are used by GetShadowing to retrieve the standard deviation of the
shadowing component and the correlation distance, a parameter which defines
the autocorrelation function.

Fast Fading Model

The fast fading model included in 3GPP TR 38.901 accounts for the changes in
the phase and amplitude of the transmitted signal due to the effect of multipath
propagation, i.e., the presence of multiple signal components that propagate over
different paths. It provides the possibility to set the model parameters depending

22



on the scenario of interest, thus enabling the modeling of multiple propagation
environments.

Eq. (2.2) represents the overall channel impulse response Hu,s(t, τ). As men-
tioned in Section 2.2, it is obtained by the superposition of M ×N rays, grouped
in N clusters. Rays belonging to the same cluster experience the same power Pn

and propagation delay τn, present similar angles of arrival (θAn,m, ϕA
n,m) and depar-

ture (θDn,m, ϕD
n,m), and have uniformly distributed initial phases Φn,m. Each ray

accounts for the antenna field patterns F(θn,m, ϕn,m) and for the power distribu-
tion among the vertical and horizontal polarizations through the term Kn,m. The
terms exp(jk̄T d̄) represent the array responses of the transmitting and receiving
antennas, where k̄ is the wave vector and d̄ is the element location vector. In
case of user mobility, each ray is subject to a phase shift νn,m due to the Doppler
effect. In the LOS case, a Ricean factor is added to the direct path.

Hu,s(t, τ) =
N∑

n=1

√
Pn

M

M∑
m=1

F̄rx(θ
A
n,m, ϕ

A
n,m)

×

[
ejΦ

θ,θ
n,m

√
K−1

n,me
jΦθ,ϕ

n,m√
K−1

n,me
jΦϕ,θ

n,m ejΦ
ϕ,ϕ
n,m

]
× F̄tx(θ

D
n,m, ϕ

D
n,m)

× ejk̄
T
rx,n,md̄rx,uejk̄

T
tx,n,md̄tx,s

× ej2πνn,mtδ(τ − τn)

(2.2)

Our implementation follows the same approach described in [53], but intro-
duces some changes to improve the modularity of the code and includes the latest
updates with respect to [65]. As in [53], to reduce the model complexity, we
assumed that all rays within a cluster are subject to the same Doppler shift (νn),
corresponding to that of the central ray. Thus, the channel impulse response can
be expressed as:

Hu,s(t, τ) =
N∑

n=1

Hu,s,ne
j2πνntδ(τ − τn), (2.3)

where Hu,s,n represents all the terms of the impulse response except for the
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Table 2.1: Main Entries of ThreeGppChannelMatrix

ThreeGppChannelMatrix
m_channel the channel coefficients Hu,s,n

m_delay the clusters delays τn
m_angle the clusters arrival and departure angles
m_generatedTime a time stamp indicating the generation time
m_nodeIds IDs of the transmitter and receiver nodes

Doppler contribution.

We developed the class ThreeGppChannelModel, which computes the coeffi-
cients Hu,s,n as described in Section 7.5 of [59] and handles their periodic update.
It is associated with an instance of ChannelConditionModel, used to determine
the LOS/NLOS channel state. The main method is GetChannel, which takes as
input the mobility models of the transmitter and receiver nodes and the associ-
ated antenna objects, and returns an instance of ThreeGppChannelMatrix. As
represented in Table 2.1, the structure ThreeGppChannelMatrix contains entries
to store the channel coefficients Hu,s,n, the propagation delays τn, the angles of
arrival and departure, and a time stamp indicating the generation time. The
first time a channel is generated, the corresponding ThreeGppChannelMatrix is
cached in a map together with identifiers for the transmitting and receiving nodes.
When the same channel is requested again, the method GetChannel retrieves the
ThreeGppChannelMatrix from the map and checks whether the channel coeffi-
cients have to be updated or not, depending on the expired time and the occur-
rence of LOS-NLOS transitions. If so, it recomputes the coefficients, otherwise it
returns the old realization. Moreover, the class ThreeGppChannelModel provides
attributes to enable an easy configuration of the model parameters, such as car-
rier frequency, channel scenario and update period. In particular, the choice of
the update period should consider (i) the channel coherence time, i.e., the time
duration over which the channel response does not vary, which depends on several
factors, such as frequency, user mobility and propagation environment, and (ii)
the time granularity of the simulation, which should be fine enough to capture
the channel dynamics.
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Blockage Model

3GPP TR 38.901 also provides an optional feature that can be used to model the
blockage effect due to the presence of obstacles, such as trees, cars or humans, at
the level of a single cluster. This differs from a complete blockage, which would
result in an LOS to NLOS transition. Therefore, when this feature is enabled,
an additional attenuation is added to certain clusters, depending on their angle
of arrival. There are two possible methods for the computation of the additional
attenuation, i.e., stochastic (Model A) and geometric (Model B). In this work,
we used the implementation provided by Zhang et al. in [53], which uses the
stochastic method. In particular, we extended the class ThreeGppChannelModel
by including the method CalcAttenuationOfBlockage, which computes the ad-
ditional attenuation. Also, we defined attributes to enable/disable the blockage
feature and to configure the model parameters.

Computation of the PSD

The PSD of the received signal is computed as:

Srx(t, f) = Stx(t, f)w
T
rxH(t, f)wtx, (2.4)

where Stx(t, f) is the PSD of the transmitted signal, wrx and wtx are the trans-
mitting and receiving beamforming vectors, and H(t, f) is the channel matrix
in the frequency domain. Applying the Fourier transform to channel coefficients
expressed as in Eq. (2.3), Srx(t, f) can be rewritten as:

Srx(t, f) = Stx(t, f)
N∑

n=1

S∑
s=1

U∑
u=1

wrx,uHu,s,nwtx,se
j2πνntej2πτnf

= Stx(t, f)
N∑

n=1

Lne
j2πνntej2πτnf ,

(2.5)

where Ln represents the long-term component of cluster n, as defined in [53].
In our implementation, the computation of Srx(t, f) is handled by the class

ThreeGppSpectrumPropagationLossModel, which extends the SpectrumPropagation-
LossModel interface. This class interacts with ThreeGppChannelModel to re-
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trieve the channel coefficients and holds a map containing the objects representing
the antennas of all the devices. The main method is DoCalcRxPowerSpectral-
Density, which takes as input the mobility models of transmitter and receiver
nodes, and returns the PSD of the received signal, computed using Eq. (2.5). In
particular, it relies on the private methods GetLongTerm, to calculate the long
term components, and CalcBeamformingGain, to account for the Doppler and
the propagation delay. To reduce the computational load, all the long term com-
ponents associated with a certain channel are cached and recomputed only when
the channel realization is updated. Also, ThreeGppSpectrumPropagationLoss-
Model provides the method SetChannelModelAttribute, which can be used to
configure the model parameters, such as carrier frequency and channel scenario.
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2.2.2 Extension for Vehicular Scenarios

Table 2.2: Channel Models Defined for Different V2X Links

Type of link Model

V2P, P2P, V2R, R2R Urban: TR 37.885 V2V-Urban
Highway: TR 37.885 V2V-Highway

V2B, B2R Urban: TR 38.901 UMa
Highway: TR 38.901 RMa LOS

P2B Urban: TR 38.901 UMa
Highway: TR 38.901 RMa

3GPP TR 38.901 [59] describes a stochastic modeling framework which enables
the simulation of 3D MIMO channels. Despite representing one of the most
general tools in this field, this framework still has some limitations which may
prevent its applicability in certain contexts. For instance, as a design choice, it
supports mobility at a single end of the link, and therefore is not suitable for the
simulation of V2V or device-to-device communications, where both end points
can move. To overcome this constraint, it is possible to follow the guidelines
described in Section 6.3 of TR 37.885 [66], which extends TR 38.901 by adding
the possibility to model V2V links. The extended model supports mobility of
both end terminals and specifies an additional Doppler component to account for
the presence of scattering in high mobility environments. For a better modeling
of vehicular blockages, the standard introduces a new channel state, i.e., Non
Line of Sight-v (NLOSv), which represents a situation in which the direct path
between the transmitter and the receiver is obstructed by a vehicle.

Moreover, it defines two new scenarios to model V2V propagation, i.e., V2V-
Urban, which targets vehicular channels in urban environments, and V2V-Highway,
which instead targets vehicular channels in highway environments. For each sce-
nario, new channel condition models, propagation models, and fast fading param-
eters capturing the characteristics of the two environments have been defined.

TR 37.885 also indicates which channel models (including pathloss, shadow-
ing, and fast fading modeling) are used for V2X links different than V2V. This
includes all the different node pairs that can be encountered in V2X scenarios,
i.e., V2P (vehicle to pedestrian), P2P (pedestrian to pedestrian), V2R (vehicle
to road side unit), R2R (road side unit to road side unit), V2B (vehicle to base
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station), P2B (pedestrian to base station), and B2R (base station to road side
unit). In particular, TR 37.885 defines the models for V2V, and then states the
V2X links for which the V2V model applies and which models are used otherwise.
A summary is provided in Table 2.2.

In Section 2.2.1, we introduced a new spatial channel model for ns-3 which
implements the guidelines described in TR 38.901. In the following, we will de-
scribe how the different components of the model have been modified or extended
to enable the simulation of vehicular propagation environments. Thanks to this
extension, ns-3 now supports the modeling of the different V2X links reported
in Table 2.2, both in urban and highway scenarios. An overview of the changes
we made is provided in Figure 2.4, which shows a UML diagram representing the
code architecture, where we highlighted the new classes and those that have been
modified.

Channel Condition Models

The 3GPP TR 38.901 framework characterizes the wireless channel between two
nodes using a two-state definition. The LOS state represents a situation in which
the direct path between the transmitter and the receiver is not obstructed, while
the NLOS state accounts for blockages due to buildings. The state is randomly
drawn with a certain LOS probability, which depends on the propagation scenario
and on the distance between the two nodes.

To capture the peculiarities of signal propagation in vehicular environments,
TR 37.885 extends this definition by introducing a new state, referred to as
NLOSv, whose aim is to represent a situation in which the direct path is blocked
by a vehicle. Moreover, it defines a new procedure to determine the channel state.
First, the model checks whether the direct path is blocked or not by looking at
possible obstructions due to buildings. If the path intercepts one or more build-
ings, the channel is in the NLOS state. Instead, if there are no buildings along the
path, the model computes the LOS probability and randomly chooses between
LOS and NLOSv states. As can be seen in Table 2.3, the LOS probability de-
pends on the distance between the communicating vehicles (d) and the formula
is different depending on the scenario of interest.

To represent the state of the channel between two nodes, the ns-3 SCM uses
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the class ChannelCondition, which has been extended to account for the new
NLOSv state. Also, we extended the ThreeGppChannelConditionModel interface
by developing two new classes, ThreeGppV2vUrbanChannelConditionModel and
ThreeGppV2vHighwayChannelConditionModel, which implement the procedure
to determine the channel state for the V2V-Urban and V2V-Highway scenarios,
respectively.

To determine the presence of obstructions due to buildings, these classes exploit
the functionalities provided by the ns-3 buildings module. Indeed, by creating
an instance of the Building class, ns-3 makes it possible to model the presence of
a building in the scenario. The proposed models look through the list of Building
objects that have been instantiated, and compute the interceptions between the
perimeter of each building and the path connecting the communicating nodes.

Clearly, the computation time needed to determine the channel state increases
with the number of buildings, making it difficult to simulate large scale sce-
narios. To overcome this limitation, we developed the classes Probabilistic-
V2vUrbanChannelConditionModel and ProbabilisticV2vHighwayChannelCon-
ditionModel which implement the fully probabilistic model described in [67],
thus removing the need for the deterministic characterization of the NLOS state.
These classes can be used as an alternative to ThreeGppV2vUrbanChannelCondi-
tionModel and ThreeGppV2vHighwayChannelConditionModel.

Pathloss and Shadowing

The pathloss and shadowing models included in TR 37.885, reported in Table 2.4,
are specifically designed to account for the propagation loss of V2V wireless links
as a function of the carrier frequency (f) and the distance between the two nodes
(d). While the characterization of the LOS and NLOSv state is different for
V2V-Urban and V2V-Highway, the NLOS pathloss equation is the same for both
scenarios. Moreover, NLOSv is modeled as LOS, but with the addition of a
loss component defined as B̃v = max{0, Bv}, where Bv is a random variable
with log-normal distribution and whose parameters depend on the height of the
blocking vehicle. If the blocker is taller than both vehicles, Bv has mean 12.5 dB
and standard deviation 4.5 dB. Instead, if the blocker is taller than only one
of the vehicles, Bv has mean 5 dB and standard deviation 4 dB. Finally, if the
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blocker does not intercept the direct path between the communicating vehicles,
no additional loss is considered. The blocker height is selected between 1.6 m, if it
is a passenger vehicle, or 3 m, if it is a truck. The choice is random and depends
on the percentage of trucks in the scenario, which is a model parameter.

The shadowing effect is characterized through the addition of the log-normal
loss component X, with zero mean and a standard deviation of 3 dB if the channel
state is LOS or NLOSv, or 4 dB if the state is NLOS. Also, the shadowing
component is spatially correlated with an exponential autocorrelation function
which accounts for the distance between vehicles, as well as the channel state and
the propagation environment.

To implement the pathloss and shadowing models described in TR 37.885 we
used the base class ThreeGppPropagationLossModel, provided by the ns-3 SCM,
which handles the main logic for the computation of the different loss components.
In particular, we developed the classes ThreeGppV2vUrbanPropagationLossMo-
del and ThreeGppV2vHighwayPropagationLossModel which extends the base
class and implements the models for V2V-Urban and V2V-Highway scenarios,
respectively. The attribute PercType3Vehicles, common to both classes, can be
used to specify the percentage of trucks in the scenario.

Fast Fading

TR 38.901 includes a fast fading model able to characterize the effect of multi-path
propagation using a stochastic approach. Although this fast fading model targets
cellular deployments, where only users can move while base stations are fixed, it
can be easily extended to consider vehicular scenarios. Indeed, the TR 37.885
specification extends it by providing new sets of parameters for V2V channels,
which have been obtained from measurement campaigns in urban and highway de-
ployments. Moreover, it removes the single-end mobility constraint and includes
an additional Doppler component for a better modeling of the environmental
scattering.

In particular, the channel impulse response is still obtained through Equa-
tion 2.2, but the term νn,m, which accounts for the phase shift caused by the
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Doppler effect, is re-defined as:

νn,m =


r̂Trx,n,mv̄rx+r̂Ttx,n,mv̄tx

λ0
if n is the LOS cluster

r̂Trx,n,mv̄rx+r̂Ttx,n,mv̄tx+2αn,mDn,m

λ0
otherwise

where r̂Trx,n,m and r̂Ttx,n,m are the spherical unit vectors corresponding to the arrival
and departure angles, v̄rx and v̄tx are the velocity vectors of the receiver and the
transmitter, Dn,m is a random variable with uniform distribution in [−vscatt, vscatt]
(vscatt corresponds to the maximum speed of the vehicles in the layout), αn,m is
a random variable with uniform distribution in [0, 1], and λ0 is the wavelength
corresponding to the carrier frequency. The addition of a random component in
the Doppler term for the reflected paths has been made to consider the strong
environmental scattering that can be experienced in vehicular scenarios, where
the metal coating of the cars may completely reflect the signal.

To deal with the 3GPP fast fading model, the ns-3 SCM provides the classes
ThreeGppChannelModel, implementing the procedure to compute the channel im-
pulse response, and ThreeGppSpectrumPropagationLossModel, which interacts
with the fast fading and antenna models to compute the channel gain. We modi-
fied these classes to include the features provided by TR 37.885, without changing
the default model behavior to ensure complete backward compatibility. In par-
ticular, we included the new sets of parameters for V2V channels, which can be
selected by setting the attribute Scenario to ”V2V-Urban” or ”V2V-Highway.”
Also, we updated the computation of the Doppler component and defined the at-
tribute Vscatt in the class ThreeGppSpectrumPropagationLossModel, through
which users can configure the parameter vscatt. The default value is set to 0, so
that no additional random component is considered in the Doppler term.

2.2.3 Extension for Trace-based Channel Modeling

To further improve the accuracy of channel models, it is possible to rely on quasi-
deterministic approaches, mixing deterministic ray-tracing with stochastic models
for diffuse scattering [68]. We implemented an add-on for ns-3, making it possible
to read channel traces obtained, for example, by a quasi-deterministic mmWave
channel simulator. Channel traces between each pair of nodes encode information
on path loss, delay, phase, and angles of arrival and departure for each valid ray.
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Both the quasi-deterministic channel simulator∗ and the ns-3 add-on† are available
and open source, making it possible for the community to further improve their
results with realistic channel modeling, while keeping the simulation complexity
under control [69].

2.2.4 Examples

In this section, we present a preliminary performance evaluation which showcases
the use of the proposed model and discusses possible use cases.

In our evaluation, we focused on corroborating the quality of the implemented
model while, at the same time, highlighting the available features. To do so, in
the following sections we present

• a basic example which shows how the different classes presented above have
to be configured to build the entire 3GPP channel modeling framework;

• the results obtained with three-gpp-v2v-channel-example, a script that
has been included among the ns-3 examples to demonstrate how the pro-
posed model can be used to simulate vehicular propagation scenarios and
extract channel metrics;

• the results of a full-stack simulation using MilliCar [70], the ns-3 module
for NR V2X networks.

Basic Example

The example three-gpp-channel-example.cc included in the spectrum mod-
ule demonstrates the usage of the proposed framework. It involves two devices,
a transmitter and a receiver, placed at a certain distance from each other and
communicating over a wireless channel. At regular intervals, we simulate a trans-
mission between the two nodes and estimate the Signal to Noise Ratio (SNR)
perceived at the receiver node. The script provides the possibility to configure
the distance between the two nodes, the channel model parameters, as well as
the transmission power and the receiver noise figure. Also, it produces an output
trace containing the experienced propagation loss and the SNR estimate. As an

∗https://github.com/wigig-tools/qd-realization
†https://github.com/signetlabdei/qd-channel
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Fig. 2.5: Average Propagation Loss vs Distance between the Nodes

example, in Figure 2.5 we reported the average propagation loss (solid lines) over
the distance between the two devices operating at 2.1 GHz for different scenar-
ios and channel conditions, obtained by averaging the results of 100 independent
runs of this script. The black dashed lines represent the pathloss value computed
from the models defined in 3GPP TR 38.901.

In the following, we review the procedure used to create and configure the
channel model classes, assuming that the UMa scenario is selected:

1. create an instance of the class ThreeGppUmaChannelConditionModel;

2. create an instance of ThreeGppUmaPropagationLossModel, configure the
carrier frequency through the attribute ”Frequency”, and set the channel
condition model through the attribute ”ChannelConditionModel”;
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3. create an instance of ThreeGppSpectrumPropagationLossModel, set the
UMa scenario, the carrier frequency and the channel condition model through
the method SetChannelModelAttribute and using the attributes ”Scenario”,
”Frequency” and ”ChannelConditionModel”;

4. for each device, create an instance of ThreeGppAntennaArrayModel and in-
form the ThreeGppSpectrumPropagationLossModel class about the device-
antenna associations by calling the method ThreeGppSpectrumPropagation-
LossModel::AddDevice.

Besides being implemented in the three-gpp-channel-example.cc script, these
steps could be included in a helper class for an ns-3 module that aims at using
this channel model. For a proper usage of this model, users may need to set the
transmission time granularity of the simulation based on the channel coherence
time of the scenario of interest and use an error model that accounts for the
non-Additive White Gaussian Noise (AGWN) behavior of fast fading channels.
For example, the error model in [71], which has been developed according to TR
38.901, could be used in combination with the proposed channel model for New
Radio (NR) system-level simulations, provided that the channel coherence time
is larger than the slot length of the NR frame structure.

Vehicular Example

The script three-gpp-v2v-channel-example demonstrates how the proposed
model can be used to simulate vehicular propagation scenarios and extract chan-
nel metrics. It provides the possibility to configure the distance between the
communicating nodes, carrier frequency, transmission power, noise figure, and se-
lect the V2V-Urban or V2V-Highway propagation scenario. By making use of the
classes described in Section 2.2.1, it computes the channel state, the propagation
loss (which includes both pathloss and shadowing), and the SNR.

In our evaluation, we considered a transmitter with transmission power of
30 dBm and antenna height of 1.7 m, and a receiver with noise figure of 9 dB
and height of 1.5 m. First, we placed the two nodes at a distance of 40 m and
computed the average propagation loss by varying the carrier frequency between
0.5 and 100 GHz. Then, we set the carrier frequency to 28 GHz and evaluated
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Fig. 2.7: Average Propagation Loss for V2V-Highway

the same metric by varying the distance between the nodes, from 40 to 600 m. In
both cases, we performed 1000 independent simulations.

In Figures 2.6 and 2.7, we show the results obtained for different channel states
in the V2V-Urban and V2V-Highway scenarios, respectively. It can be seen that
the propagation loss increases with the distance and the carrier frequency, and
is highest in NLOS conditions. The propagation loss experienced in NLOSv is
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between the LOS and NLOS states, as expected, and increases with the percentage
of trucks in the scenario. To check the correctness of our implementation, we
compared the average propagation loss in LOS and NLOS with the pathloss curves
obtained using the equations in Table 2.4 and plotted as black-dashed lines.

Moreover, we used the same example to visualize the average LOS probability,
propagation loss and SNR as 2D heatmaps. In this case, we performed 150
independent simulations. For the V2V-Highway scenario, we considered a road
segment of 400 m, while for the V2V-Urban scenario we considered a 680× 680 m
grid with 16 buildings of size 150×150 m and with a height of 10 m. In both
cases, the transmitter was placed at position (0,30) for V2V-Highway and (0,0)
for V2V-Urban. The results we obtained are reported in Figures 2.8 and 2.9.

It has to be highlighted that a LOS probability equal to 0 corresponds to the
NLOSv condition, as NLOS is determined in a deterministic way, based on the
presence of buildings, as indicated by the red areas in Figure 2.8a. We notice that
as the distance between the communicating devices increases, the LOS path will
almost certainly be blocked by another vehicle and, as a consequence, pathloss
grows and SNR sinks.

Full Stack Example

Fig. 2.10: Simulation Scenario

Millicar is an ns-3 module for the simulation of V2V communications based
on the 3GPP NR V2X standard. This module will be thoroughly described in
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Chapter 6, in this section we use it as a tool to demonstrate how our channel
model can be used to perform full-stack simulations.

In our evaluation, we considered two devices located in an urban grid, as repre-
sented in Figure 2.10. The transmitter generates User Datagram Protocol (UDP)
packets of 1024 bytes with an inter-packet interval of 60 µs, for an overall traffic of
137 Mbps. The channel was configured to operate at a frequency of 28 GHz, using
a 100 MHz bandwidth, and was set to use the V2V-Urban equations. During the
simulation, the Modulation and Coding Scheme (MCS) is adapted based on the
channel estimates. The two vehicles start at a distance of 1 m, the transmitter
in front of the receiver positioned at (0,0). The receiver proceeds at a 30 km/h
speed, while the transmitter at 60 km/h, increasing in this way the inter-vehicle
distance as the simulation goes on. At the first crossroads, after 10.3 s from
the beginning of the simulation, the transmitter turns to the left and a building
obstructs the LOS path.
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Fig. 2.11: Results for the Full Stack Example

In Figure 2.11 we represented the behavior of the SNR, as well as the end-to-end
throughput and delay, experienced during the simulation. The SNR decreases as
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the distance between the vehicles increases, and experiences variations that are
caused by the multipath and Doppler effects. When the transmitter turns left,
the SNR suddenly drops from 50 to 19 dB because the channel state condition
passes from LOS to NLOS. A degradation of the SNR leads to a higher packet
loss, which causes a deterioration of the end-to-end communication performance:
indeed, the throughput decreases by as much as 70%, while the delay increases
progressively up to 300 ms. In addition, small scale fading variations introduce
further variability in the SNR, which translates in sudden changes in the used
MCS as we can see from the throughput spike around 13 s.

2.2.5 Use Cases

The main target of the developed model is to enable system-level simulations of
3GPP scenarios through a 3GPP-compliant channel and antenna model. As such,
it is a requirement for any 3GPP LTE and NR-based system-level simulation
that aims to properly model and evaluate the performance of physical layer tech-
niques using appropriate channel modeling, both in the sub-6 GHz bands and in
mmWave bands.

Moreover, it enables the simulation and coexistence studies of different tech-
nologies that share the spectrum resources, such as 3GPP and IEEE RATs in
unlicensed/dedicated spectrum bands. For example, it can be used to evaluate
the 3GPP and IEEE RATs coexistence of:

• IEEE 802.11b/g/a/n/ac/ax (Wi-Fi) and 3GPP LTE-LAA (Licen-sed-Assisted
Access) in unlicensed sub-6 GHz bands [72];

• IEEE 802.11b/g/a/n/ac/ax (Wi-Fi) and 3GPP NR-U in unlicensed sub-6
GHz bands [73, 74];

• IEEE 802.11ad/ay (WiGig, directional multi-Gigabit Wi-Fi) and 3GPP NR-
U in unlicensed 60 GHz bands [75, 76];

• IEEE 802.11p/bd, 3GPP C-V2X (Cellular V2X) and 3GPP NR V2X (Vehicle-
to-Everything) in dedicated sub-6 GHz bands [77];

• IEEE 802.11bd and 3GPP NR V2X in dedicated mmWave bands [19];
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• Wi-Fi, IEEE 802.11p/bd, 3GPP C-V2X and 3GPP NR V2X in unlicensed
sub-6 GHz bands [77];

• WiGig, IEEE 802.11bd and 3GPP NR V2X in unlicensed 60 GHz bands [19].

Also, the proposed model provides a common framework for simulations of
spectrum sharing solutions through either spectrum refarming or dynamic
spectrum sharing, for example, if different 3GPP RATs of the same operator
share the licensed spectrum for some long period of time until one of the RATs
becomes obsolete (spectrum refarming). This happens in low frequency bands
(e.g., 900, 1800 MHz) that are essential for 3GPP NR to achieve coverage, but
in which 3GPP LTE is already deployed and operational, and cannot thus be
migrated to other frequency bands. As such, a key example of spectrum refarm-
ing is that of 3GPP LTE and 3GPP NR in licensed sub-6 GHz bands. Another
example of spectrum sharing is when different operators share the spectrum by
means of coordination policies. In this regard, the research community has also
recently proposed solutions based on spectrum sharing [78] and spectrum pool-
ing [79] for mmWave bands, which exploit coordination among different cellular
network operators to improve the spatial reuse, and which could be tested from
an end-to-end perspective on top of the proposed framework.

In addition, the developed model is also useful to evaluate the 3GPP and
IEEE interworking through a common channel modeling. 3GPP and IEEE in-
terworking considers core network and radio access network integration by means
of aggregating 3GPP-based RATs in licensed bands and Wi-Fi in unlicensed bands.
Examples for which the developed model could be used include:

• Wi-Fi and 3GPP LTE interworking, e.g., through LTE-WLAN Aggrega-
tion (LWA) and LTE-WLAN Radio Level Integration with IPsec Tunnel
(LWIP) [80],

• IEEE 802.11ax and 3GPP NR interworking [81].
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2.3 Modeling of Antenna Arrays and Beamforming

Antennas are a fundamental component of every wireless system. Given that
the size of an antenna is in the order of the wavelength of the desired carrier
frequency [82], when operating at mmWave frequencies antennas sizes are in the
order of a few millimeters [83], thus allowing to design compact antenna arrays
with tens or hundreds of elements.

The most common and scalable approach is the use of phased antenna arrays,
which allows us to focus the transmission in the desired direction. By carefully
introducing phase shifts to the transmitted signal of each antenna element, it is
possible to create complex radiation patterns, a technique called Beamforming
(BF). In the simplest case, the overall radiation pattern of the antenna system is
computed from the type of antenna element used, the placement of the antenna
elements in the 3D space, and the BF scheme used.

Typically, antenna and BF design is carried out as an independent task, by
means of real-world experiments or link-level simulations, without considering it
as part of the overall system optimization. However, the solutions obtained with
this approach may not be able to achieve optimal system-level performance, be-
cause they are designed without considering the interactions between the antenna
systems and the higher layers of the protocol stack.

To go beyond this standalone block-level design perspective, new tools able to
properly consider all the relevant aspects of the cellular system are required. For
instance, the authors of [84] verified the importance of carrying out system-level
simulations for the design of an 8× 8 hybrid beamformer, since the cross effects
between the different system blocks may have a strong impact on the overall
performance. In [85], the authors present novel antenna array and BF solutions
for mmWave MIMO systems based on lens antennas, and evaluate the end-to-end
performance through system level simulations based on ray-tracing. Also, in [86]
the authors investigate the possibility of co-designing the antennas and the Radio
Frequency (RF) blocks in the front-end using a system-level platform. Although
these works tackle antenna and/or BF design with a system-level approach, they
make use of closed-source software or unavailable tools, specifically developed for
a single application.

In this work, we propose new models for the end-to-end performance evaluation
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of antenna and BF designs targeted for mmWave cellular systems. Thanks to
the integration with ns-3, these models allow users to evaluate the impact of
novel antenna and BF solutions on the end-to-end system behavior. Section 2.3.1
describes the antenna array model, Section 2.3.2 describes the antenna element
model, while Section 2.3.3 describes the BF model.

2.3.1 Antenna Array Model

Phased antenna arrays can have extremely diverse geometries, from which their
BF capabilities are derived. While it would be possible to create a generic class
for arbitrary phased arrays, some geometries (e.g., uniform linear and planar ar-
rays) are extremely popular and deserve specialized methods. For this reason,
we created a generic interface for phased antenna arrays, specifying the polarized
element field pattern, the locations of the elements (from which it is possible to
compute the phase difference experienced by each antenna element for a transmit-
ting or receiving signal), and the BF vector (the phase shifts and amplifications
applied to every single element necessary to obtain the desired beam shape).
This interface is implemented by the class PhasedArrayModel (see Figure 2.3)
and provides the methods GetElementFieldPattern, which accepts as argument
the azimuth and zenith angles of arrival and returns std::pair containing the
element field components, GetElementLocation, which accepts as argument the
index of the antenna element and returns the corresponding location vector d̄,
and Set/GetBeamformingVector to store and retrieve the beamforming vector
w.

For this work, we considered the model described in the 3GPP specifications
TR 38.901 [59]. The standard describes a uniform planar array, meaning that
antenna elements are equal and are placed in an equally-spaced M×N rectangular
lattice with vertical spacing dV and horizontal spacing dH , which form a panel. In
our implementation we consider the simpler case of vertically polarized elements
and only a single-panel configuration.

2.3.2 Antenna Element Model

Phased antenna arrays are composed of multiple antenna elements capable of
radiating and receiving electromagnetic signals. Every antenna element has a
specific radiation and polarization pattern due to its specific design. Different
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antennas are needed in different contexts, e.g., directional elements can be used
in multi-sector devices (e.g., gNBs), while quasi-isotropic antennas may be used
for devices with no preferred communicating direction (e.g., UTs with a single-
antenna panel).

A large number of antenna element designs exist in practice, leading us to
creating a generic interface allowing users to add their own antenna models. In
general, it is possible to create antenna elements with pattern measured from real
devices to further increase the simulation accuracy. We implemented three of the
most common antenna element models, with directivity pattern in dBi DdB in
the θ (inclination) and ϕ (azimuth) directions:

• Isotropic antenna element

DdB(θ, ϕ) = 0

• 3GPP antenna element [59]

Dv,dB(θ) = −min

{
12

(
θ − 90◦

θ3dB

)2

, SLAV

}

Dh,dB(ϕ) = −min

{
12

(
ϕ

ϕ3dB

)2

, Amax

}

DdB(θ, ϕ) = GE,max−
min {−(Dv,dB(θ) +Dh,dB(ϕ)), Amax}

where the side-lobe attenuation in the vertical direction SLAV = 30 dB,
the maximum attenuation Amax = 30 dB, the vertical and horizontal 3 dB
beamwidths are respectively θ3dB = ϕ3dB = 65◦, and the maximum direc-
tional gain of the antenna element is GE,max = 8 dBi.

• Cosine antenna element

DdB(θ, ϕ) = Gmax+

20 log10

(
cosαh

(
ϕ

2

)
cosαv

(
90◦ − θ

2

))
,

where the exponents αh/v can be computed from the beamwidths BWh/v as
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αh/v =
−3

20 log10 cos
BWh/v

4

, and the maximum gain Gmax can be computed from

the directivity formula found in [82].

2.3.3 Beamforming Model

Multiple BF architectures exist, which are commonly divided into three main
categories, namely analog, digital, and hybrid. In analog architectures, a network
of phase shifters is used to connect the antenna elements to a single RF chain,
enabling a passive control of the beam by acting on the elements’ phases. In dig-
ital architectures, instead, each antenna element is connected to an independent
RF chain to provide digital control of the BF using baseband processing. The
presence of multiple RF chains enables MU-MIMO operations, i.e., independent
data streams can be transmitted and received simultaneously, possibly serving
multiple users at the same time. Finally, hybrid architectures represent a middle
ground between analog and digital approaches, in which the array is divided into
multiple sections, each including multiple elements connected to an independent
RF chain.

Although digital and hybrid architectures have the potential to achieve higher
spectral efficiencies, several technological and economic issues still make analog
BF a valuable choice, also due to its relatively low complexity. For this reason,
in this work we consider the analog architecture and leave the study of the other
two categories as future work.

Analog BF is achieved by controlling amplitude and phase shift of each antenna
element of the phased array; this corresponds to assigning a complex number to
each element, which is often identified as a BF vector. Several algorithms exist
to compute such vectors, each affecting the directivity pattern in a unique way.
Some try to maximize the gain in given directions, some try to suppress side lobes,
some try to regulate the beamwidth, some others try to optimize the performance
for a given channel estimate, and some others even try to also take into account
the interference generated to other users.

In general, two main approaches exist: those based on a channel estimate, and
those based on BF codebooks.

For the first approach, we implemented an algorithm originally proposed in [53]
based on the MIMO Maximum Ratio Transmission scheme, in which the optimal
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weight vectors correspond to the singular vectors associated with the largest sin-
gular values of the SVD of the estimated channel matrix. For a perfect channel
estimate in interference-free environments, this method ensures optimal perfor-
mance. Unfortunately, good channel estimates are hard and expensive to obtain,
especially when dealing with large antenna arrays. The SVD decomposition is
itself an expensive operation, and sending feedback information comprises a dif-
ficult trade-off between accuracy and overhead. For this work, we assume that
the channel matrix is perfectly known, thus posing the BF algorithm in ideal
conditions.

For the second approach, we implemented a generic interface for codebooks,
allowing the user to create custom ones (for the sake of our evaluation, we used
the tool available at ‡). We also implemented a file-based codebook, allowing to
create complex codebooks using other custom and highly-specialized softwares,
avoiding the computation of sophisticated algorithms in ns-3. As a first step,
the implemented codebook-based BF computes the Signal to Interference plus
Noise Ratio (SINR) for every pair of TX/RX BF vector, choosing the pair with
the best performance. The advantages over the previous approach are many, in
particular, no channel estimation nor complex matrix decomposition is performed
and the only feedback needed is the index corresponding to the best performing
BF codeword. On the other hand, exhaustive search among all possible codeword
pairs may be inefficient, while reducing the search to a subset of codewords might
yield sub-optimal performance. We leave a more realistic and standard-compliant
beam-management implementation and evaluation as future work.

2.3.4 Full-Stack Evaluation of Antenna and Beamforming Config-
urations

We carried out a simulation campaign to evaluate the performance of different
antenna and BF configurations. To this aim, we used the ns-3 mmWave module
extended with the proposed modeling framework and exploiting the ray tracing-
based channel model described in Section 2.2.3. The scenario we considered,
depicted in Figure 2.12, models a parking lot with multiple cars (between 1.2
and 2.25 m high) and buildings. Two mmWave BSs providing cellular coverage

‡https://github.com/signetlabdei/codebook-file-generator
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Fig. 2.12: Reference scenario.

Table 2.5: Simulation parameters.

Frequency 28 GHz
Bandwidth 400 MHz
Channel sampling period 5 ms
NR numerology index 2
Transmission power 30 dBm
Noise figure 9 dB
BS array size 8× 8
UT array size {1× 4, 4× 1, 4× 4}
BS element pattern {Isotropic, 3GPP, Cosine}
UT element pattern Isotropic
BF algorithm {SVD, Codebook}
Codebook BF period {10, 100, 1000} ms
APP packet size 1490 bytes
Inter-packet interval {10, 1000} µs
RLC mode Acknowledge Mode (AM)
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are placed on the front face of two buildings at a height of 3 m and are oriented
with a bearing angle in the direction normal to the wall and with a downtilt of
12◦ with respect to the horizon. Two users, UT1 and UT2, both at a height of
1.5 m, are connected to the respective BS. During the simulation, UT1 leaves the
main building walking at 1.2 m/s up to point A and then starts driving towards
the exit of the parking lot at 4.2 m/s, while UT2 stands still at the center of
the scenario. The channel was ray-traced every 5 ms considering up to 2nd order
specular reflections and diffuse scattering, but ignoring diffraction effects. More
details on the ray-traced scenario can be found in [69]. The same type of BF
schemes is used by all nodes of the scenario. We assume perfect channel knowledge
for SVD BF, computed for every received and transmitted packet. Instead, to
assess the impact of realistic mobility on this type of scenario, codebook-based
BF is only updated to find the best codeword pair for each TX/RX node pair
every {10, 100, 1000} ms.

Codebooks have been generated ensuring that adjacent beams cross at 3 dB
below the maximum directivity and with no tapering across antennas. The system
operates at 28 GHz with a bandwidth of 400 MHz, and is configured with NR
numerology index 2. The downlink traffic is generated by a remote server which
transmits UDP packets to the users at a constant rate. Table 2.5 summarizes the
parameters used in our evaluation.

To evaluate the communication performance, we considered both link-level and
end-to-end metrics, including SINR and SNR experienced by UT1, respectively
showing the performance with and without the interference from the second cell,
and APP-layer throughput.

Simulation Results

In this section, we present and comment the results obtained. Unless explicitly
stated, we consider the baseline simulation to have 4 × 4 arrays for the UTs,
3GPP antenna elements for the BSs, and codebook-based BF with 100 ms beam
alignment, in addition to the parameters shown in Table 2.5.

In Figure 2.13, we reported the temporal evolution of the SNR and SINR
experienced by UT1. During the first part of the simulation, the SNR stays
always above 50 dB and decreases as the user walks away, but the presence of

49



0 10 20 30 40 50 60

−20

0

20

40

60

A B C

Time [s]

[d
B

]

SNR
SINR

Fig. 2.13: Temporal evolution of the signal quality experienced by UT1.
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Fig. 2.14: Comparison of the SNR/SINR CDFs for different BF schemes.

interference strongly affects the channel quality, as shown by the behavior of the
SINR. At time instant A, the user starts driving towards the exit of the parking
lot. Shortly after 20 s and 30 s, some of the parked cars temporarily block the line
of sight, making the channel quality suddenly drop. From time instant B to time
instant C, both the SNR and the SINR show an oscillating behavior caused by
the presence of multiple reflections with similar path losses from the surrounding
cars. The last part of the simulation is characterized by multiple blockage events
due to the cars parked in the bottom part of the parking lot. During this phase,
the SNR and SINR exhibit similar behavior since the user is no longer subject to
the inference caused by the communication between BS2 and UT2.

Figure 2.14 shows the Cumulative Distribution Functions (CDFs) of SNR and
SINR experienced by UT1 with different BF configurations. We can notice that
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Fig. 2.15: Comparison of the SNR/SINR CDFs for different phased antenna array configurations
at the UT side.

the SVD approach guarantees the best performance in terms of SNR, as supported
by the theory, but not always when considering the SINR, i.e., when interference
is considered. Since SVD BF does not account for interference when computing
the BF vectors, while codebook BF does so when probing the different codeword
pairs, the performance gap between the two approaches is reduced and SVD may
even be suboptimal. Moreover, it can be seen that the value of the refresh rate
used to update the weight vectors affects the behavior of the codebook-based
algorithm, providing better performance for more frequent updates. Due to the
geometry of the environment and the mobility, diminishing returns are clearly
visible when reducing the beam alignment period from 100 ms to 10 ms making
the extra overhead unnecessary.

Figure 2.15 shows a comparison between different array sizes for the UTs.
Clearly, the most complex configuration represented by a 4 × 4 array is able
to achieve the highest performance for both SNR and SINR. This is due to the
higher antenna gain obtained with the larger antenna array, but also to the re-
duced interference due to the higher directivity. On the other hand, considering
vertical 4-element Uniform Linear Arrays (ULAs) results in a very similar per-
formance in the interference-free scenario, but vastly different performance when
considering the interfering cell. In fact, a vertical array is only able to produce
directivity with cylindrical symmetry around the vertical axis. Being both BSs at
the same height, a good BF codeword able to improve the received power will also
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Fig. 2.16: Comparison of the SNR CDFs for different antenna element patterns.

be likely to increase the downlink interference from the second cell. On the other
hand, when orienting the linear array horizontally, the cylindrical symmetry will
also rotate over the horizontal axis. In this case, the geometry of the environment
and the positioning of the BSs make it less likely to incur strong interference.

Figure 2.16 evaluates the impact of the element radiation pattern on the SNR
experienced by the user. Isotropic elements radiate equal power in all directions,
and therefore provide a low directional gain, but are able to cover a wide area. On
the contrary, elements characterized by the 3GPP pattern have high directivity
but small beamwidth, which implies that the transmitted power is focused in a
small portion of the space. The best performance is achieved with the cosine
pattern set to have a 3 dB beamwidth of 120◦, thus obtaining a maximum gain
Gmax = 5.7 dBi, as this represents a good compromise between directivity and
beamwidth.

Figure 2.17 shows the average throughput achieved by UT1 and UT2 at the
APP layer. With an inter-packet interval of 10 µs, the network is highly loaded
and the scarcity of radio resources may prevent the recovery of the lost packets,
e.g., by means of Medium Access Control (MAC) and Radio Link Control (RLC)
layer retransmissions. In this situation, the choice of the BF algorithm may have
a strong impact on the end-to-end performance, especially in the presence of user
mobility. Indeed, as shown in Figure 2.17, the higher channel gain provided by
the SVD-based algorithm allows UT1 to achieve higher throughput, while there
is no benefit for UT2 since it stays in the same position during the entire simula-
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Fig. 2.17: APP-layer throughput for different inter-packet intervals.

tion. Instead, with a higher inter-packet interval, the codebook-based algorithm
achieves the same performance as the SVD, since the recovery mechanisms at the
MAC and RLC layers are able to compensate for the lower channel quality.

2.4 Conclusions and Future Work

In this chapter, we introduced a new channel model for ns-3 which was developed
following the specifications in [59]. Moreover, we presented an extension to enable
the simuation of wireless channels in vehicular environments, and an interface to
read channel traces generated with ray-tracing tools. Furthermore, we introduced
a new modeling framework for antenna arrays and beamforming, which interfaces
with the ns-3 SCM to enable the accurate simulation of next-generation wireless
networks. As a use case, we presentend the full-stack evaluation of different
antenna and beamforming configurations. This work is expected to enrich ns-3
by enabling a more accurate modeling of the dynamics of wireless channels be-
tween 0.5 and 100 GHz, thus enhancing the support for the simulation of wireless
systems.

After discussing the importance of channel models and simulation tools for
the design of next-generation wireless systems, in Section 2.2, we explained the
motivations that drive the design of more accurate channel models and described
the implementation of a SCMs for ns-3. In Section 2.3, we presented the new
simualtion models for antenna array and beamforming, together with a full-stack
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performance evaluation.
We plan to further improve this work by (i) refining the antenna model to

enable the modeling of multiple panels with dual polarization; (ii) implement-
ing the outdoor-to-indoor penetration loss model described in [59], Section 7.4.3;
(iii) implementing the additional modeling components, such as the spatial con-
sistency procedure and the modeling of the oxygen absorption, specified in [59],
Section 7.6; (iv) performing a calibration campaign to validate the model following
the assumptions reported in [59], Section 7.8; and (v) lowering the computation
time needed to generate a channel realization [87] through the optimization of
matrix operations.
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3
Integrated Access and Backhaul in 5G

mmWave Networks

3.1 Introduction

Recently, wireless backhaul solutions for 5G networks have emerged as a viable
strategy toward cost effective, dense mmWave deployments. Notably, the 3GPP
has promoted IAB [39], i.e., a wireless backhaul architecture which dynamically
splits the overall system bandwidth for backhaul and access purposes. With IAB,
only few gNBs need to be connected to traditional fiber infrastructures, while the
others wirelessly relay the backhaul traffic, possibly through multiple hops and
at mmWave frequencies [88]. The 3GPP has recognized IAB as a cost-effective
alternative to wired backhaul. Indeed, IAB has been subject of a Study Item (SI)
for 3GPP NR Release 16 [39], which studies architectures, radio protocols, and
the physical layer for sharing radio resources between access and backhaul links.
Although 3GPP LTE and LTE-Advanced already support base stations with wire-
less backhaul, the SI on IAB foresees a more advanced and flexible solution, with
multi-hop communications, dynamic resource multiplexing, and a plug-and-play
design for low-complexity deployments. Moreover, IAB can exploit a much larger
bandwidth at mmWaves than in legacy sub-6-GHz systems, and the direction-
ality reduces the interference of concurrent access and backhaul transmissions.
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Fig. 3.1: IAB architecture. The Uu interface connects the UE and the DU in the IAB-node, while
the F1∗ interface is used between the IAB DU and the upstream CU.

However, despite the consensus about IAB’s ability to reduce costs, designing a
high-performance IAB network is still an open research challenge.

This chapter reviews 3GPP standardization activities on IAB and provides
actual quantitative evidence (through detailed numerical simulation results) of
the performance of IAB in realistic deployments. Moreover, it introduces a novel
and efficient resource partitioning framework for IAB networks.

The remainder of the chapter is organized as follows. Section 3.2 describes
the 3GPP IAB activities, Section 3.3 discusses the model and the results of our
end-to-end performance evaluation, while Section 3.4 identifies the potentials and
challenges of this technology. Moreover, Section 3.5 introduces a novel resource
management framework for IAB networks and evaluates its performance through
system-level simulations. Finally, Section 3.6 concludes the chapter.

3.2 Integrated Access and Backhaul in 3GPP NR

Wireless backhaul in mobile networks has been studied extensively in the last
two decades. Current cellular networks, however, do not tightly integrate access
and backhaul, with the latter generally deployed through custom solutions. The
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LTE specifications incorporate a relay functionality, which however has not been
widely deployed, because of its reduced flexibility (it supports only a single hop,
with the relay associated to a fixed parent base station, and a rigid partitioning
of the access and backhaul resources).

To overcome these limitations, the 3GPP introduced the SI on IAB [39], which
examines efficient solutions for integrated access and wireless backhaul over NR.
This SI led to a Work Item, which will be integrated in future releases of the
3GPP specifications.

The SI considered fixed wireless relays with in-band (i.e., with the same spec-
trum for access and backhaul) and out-of-band backhaul (i.e., with separate bands
for access and backhaul), with a focus on the former, which makes network design
and management more challenging but maximizes the spectrum utilization. IAB
is spectrum agnostic [39], thus it operates either in the sub-6 or in the above-6
GHz spectrum (exploiting the large bandwidth available at mmWaves), and either
in SA or NSA modes. As represented in Figure 3.2 the topologies for IAB are (i)
a Spanning Tree (ST), with a single parent for each IAB-node, or (ii) a Directed
Acyclic Graph (DAG), where IAB-nodes may be connected to multiple upstream
nodes.

In the following, we will review the innovations introduced in [39] for the net-
work architecture, the procedures for network management, and the resource
multiplexing through scheduling.

3.2.1 Architecture

The SI on IAB initially proposed five different configurations for the architecture,
with various levels of decentralization of the network and backhauling function-
alities. Figure 3.1 shows the logical architecture of the configuration that was
eventually selected for future standardization (i.e., Architecture 1a, according to
the 3GPP nomenclature), where multiple IAB-nodes use wireless backhaul, and
IAB-donors have fiber connectivity towards the core network. IAB-nodes and
IAB-donors can serve UEs and other IAB-nodes. Such configuration yields the
most limited impact on the core network and signaling overhead, and the lowest
relay complexity and processing requirements.

In this architecture, each IAB-node hosts two NR functions: (i) a Mobile Termi-
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Fig. 3.2: ST and DAG topologies.

nation (MT), for the wireless backhaul connection towards an upstream IAB-node
or IAB-donor, and (ii) a DU, for the access connection to the UEs or the down-
stream MTs of other IAB-nodes. The DU connects to a CU in the IAB-donor
with the NR F1∗ interface running over the wireless backhaul link. Therefore, the
access stack in IAB-nodes and donors serves two coexisting interfaces (the F1∗

and the Uu between the UEs and the DU of the gNB).
This choice implements a functional split of the radio protocol stack, with

the control and upper layer in the IAB-donor CU, and the lower layers in the
DUs of the IAB-nodes. The split happens at the RLC layer, therefore Radio
Resource Control (RRC), Service Data Adaptation Protocol (SDAP) and Packet
Data Convergence Protocol (PDCP) layers reside in the CU, while RLC, MAC
and PHY are in the DUs. An additional adaptation layer manages the routing
on top of RLC, hence enabling the end-to-end connection between DUs and the
CU.

3.2.2 Network Procedures and Topology Management

An optimized establishment and management of the network topology is funda-
mental for efficient IAB operations. Indeed, the end-to-end performance of the
overall network strongly depends on the number of hops between the donor and
the end relay, on how many relays the donor can support, and on the procedures
for network formation, route selection and resource allocation.

The topology establishment, performed during the IAB-node setup, is a crit-
ical step. Upon activation, the IAB-node first selects the upstream node. For
this, the MT performs the same initial access procedure as a UE, using the NR
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synchronization signals transmitted by the available cells to estimate the chan-
nel and select the parent. Moreover, although not currently supported by the
specifications, we argue that it would be beneficial if the MT could retrieve ad-
ditional information (e.g., the number of hops to the donor, the cell load, etc.)
to select the parent cell, using more advanced path selection metrics [24] than
just the channel quality, as will be discussed in Section 3.3. Then, the IAB-node
configures its DU, establishes the F1∗ interface towards the CU in the remote
IAB-donor, and can then serve UEs and other IAB-nodes. During this initial
phase, the IAB-node may signal to the IAB-donor its topological location within
the IAB network.

The topology is dynamically adapted for service continuity (e.g., when a back-
haul link is degraded or lost), or for load balancing (e.g., to avoid congestion).
Besides the signaling for the initial setup, the IAB-nodes may also transmit pe-
riodic information about traffic load and backhaul link quality. This allows the
CU to be aware of the overall IAB topology, and to converge to the optimal
configuration by updating the associations between the IAB-nodes.

Clearly, the ST topology exhibits less complexity but, at the same time, poses
some limits in terms of network performance: the possible presence of obstacles
may result in a service interruption, due to the single backhaul route available to
the UEs. Greater redundancy and load balancing could be provided by a DAG
topology with multi-connectivity towards multiple upstream nodes. In this case,
the update of redundant routes is managed by the CU based on the propagation
conditions and traffic load of each wireless backhaul link.

3.2.3 Scheduling and Resource Multiplexing

For in-band IAB operations, [39] prioritizes half-duplex operations to multiplex
access and backhaul traffic within the same frequency band, although studies on
full-duplex solutions are not excluded. Therefore, the radio resources must be
orthogonally partitioned between access and backhaul, either in time (Time Di-
vision Multiplexing (TDM), which is the preferred solution in [39]), in frequency
(Frequency Division Multiplexing (FDM)), or in space (Space Division Multiplex-
ing (SDM)), using centralized or decentralized dynamic scheduling across the
IAB-nodes and the IAB-donor.
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When considering operations at mmWave frequencies, most of the literature
suggests that the systems will operate in a Time Division Duplexing (TDD) fash-
ion [89, 90]. This choice is mainly driven by the stringent latency requirements
which the next generation of mobile networks will be required to support, and
by the usage of analog or hybrid beamforming. The usage of Frequency Division
Duplexing (FDD), in conjunction with the presence of large chunks of bandwidth,
would lead to severe resource under-utilization and make channel estimation more
difficult. Coupled with mmWaves directionality, this means that both self- and
inter-cell interference are limited, as reported by [91].

Furthermore, at any given time instant, each node of the IAB network cannot
be simultaneously involved in more than one transmission or reception. In partic-
ular, IAB-nodes cannot schedule time and frequency resources which are already
allocated by their parent for backhaul communications which involve them. More-
over, the backhaul links of a given gNB might also carry data which is destined
to (and/or generated by) UEs which are connected to different base stations. As
a consequence, an IAB network exhibits a marked and peculiar inter-dependence
between the resource allocations of the various base stations.

Finally, despite the half-duplex constraint, the IAB network is required to
address the traffic requirements of all the UEs. Consequently, the resources should
be allocated fairly, accounting for channel measurements and topology-related
information shared by the IAB-nodes. Furthermore, both hop-by-hop and end-
to-end flow control mechanisms should mitigate the congestion which might arise
on intermediate hops with poor propagation conditions.

3.3 End-to-end Evaluation of IAB

We evaluated the end-to-end performance of an IAB mmWave network using
the open source simulator described in [92], which implements the full stack of
a cellular network and the 3GPP channel model for mmWave frequencies, and
supports directional transmissions with beamforming. Unlike traditional perfor-
mance analyses, e.g., [93, 94, 95], focused on PHY or MAC layers, we also consider
the impact of upper layers, thereby providing a more comprehensive system-level
analysis. Indeed, the integration with ns-3 makes it possible to study end-to-end
scenarios with the TCP/IP stack [36] and realistic applications, such as the 3GPP
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HyperText Transfer Protocol (HTTP) model. The acknowledged mode of RLC is
used, thus providing additional retransmissions, besides those at the MAC layer.

In the Monte Carlo evaluation, the base stations have a height of 10 m and
are randomly deployed in each simulation run following a Poisson Point Process
(PPP) with density λ BS/km2 inside a square area with side length 550 m. A
fraction 0 ≤ p ≤ 1 of the N base stations have wired backhaul connections (i.e.,
are IAB-donors), while the others (i.e., the IAB-nodes) are wirelessly connected
to the IAB-donors, possibly over multiple hops. The network implements in-
band backhaul, at 28 GHz. The access and backhaul resources are allocated
using a dynamic TDM scheme [92], where a distributed scheduling process assigns
the resources to UEs or downstream IAB-nodes in each subframe. Before this
happens, parents inform downstream IAB-nodes of their scheduling decisions for
the backhaul link, which are thus performed a number of subframes in advance,
as proposed in [92]. We consider uniform rectangular antenna arrays in the base
stations and UEs, with 64 and 16 elements, respectively, and the beamforming
model described in [46]. Both the base stations and the UEs have a transmission
power of 30 dBm and a receiver noise figure of 5 dB, and a bandwidth of 1
GHz. The UEs are dropped with a PPP of density λu = 10λ UE/km2 inside the
deployment area and have a random height between 1.6 and 1.75 m, although we
only evaluate the performance of the subset of UEs connected to a target base
station, which is either the first gNB deployed in a baseline scenario where all
nodes have a wired connection to the core network, or the first IAB-node that
performs the initial access with IAB.

Backhaul path selection policies. Figure 3.3 analyzes the impact of dif-
ferent backhaul path selection policies in an IAB setup. As introduced in Sec-
tion 3.2.2, IAB-nodes use a path selection procedure to find the route towards
an IAB-donor, possibly through multiple hops. A previous work [94], investi-
gated two different policies for backhaul traffic forwarding: (i) Highest-quality-
first (HQF), which selects the gNB with the highest SNR as a parent; and (ii)
Wired-first (WF), which chooses a direct link to the IAB-donor with the best sig-
nal above a minimum threshold (5 dB), even if an IAB-node with better channel
quality is available. HQF facilitates a best-quality wireless backhaul connection
in the first hop but increases the number of hops to an IAB-donor. The second
approach, while minimizing the number of end-to-end hops, may choose backhaul

61



0.1 0.3 0.5
0

100

200

Fraction of IAB donors p

M
ea

n
la

te
nc

y
in

ta
rg

et
U

Es
[m

s]

0

50

100

Su
m

th
ro

ug
hp

ut
in

ta
rg

et
U

Es
[M

bi
t/

s]

HQF - conservative HQF - aggressive WF

Throughput - omnidirectional
Throughput - directional
Latency - directional

Fig. 3.3: Throughput (left y-axis) and latency (right y-axis) of IAB path selection policies varying
the percentage of IAB-donors p for a density of 45 gNB/km2 and a constant bitrate traffic.

links with poorer channel quality. The HQF policy may also leverage a function
that biases the link selection towards gNBs with wired backhaul to decrease the
number of hops to the core network. The bias depends on the number of hops
from the IAB-node to the candidate parent it is trying to connect to [94]. Con-
servative and aggressive bias functions can be designed (aggressive HQF policies
will progressively operate like WF policies).

The performance evaluation of [94] only considered physical layer metrics,
which do not necessarily represent the quality of experience of the UE. In Fig-
ure 3.3, instead, we report end-to-end metrics, i.e., the throughput and latency
at the application layer as a function of the policies and of different network
parameters. These results show that the WF approach is preferable, with lower
end-to-end latency and higher total throughput compared to the other policies.
This is because it minimizes the number of hops to an IAB-donor: in the simu-
lated scenarios, when p = 0.3, the average number of hops required to connect an
IAB-node to a donor is 1.06 for WF, compared to 2.33 for conservative HQF. As
a result, both the overhead and the congestion at intermediate nodes are reduced.

We also compare the throughput for the default setup (with directional trans-
missions) with that for omnidirectional transmissions, represented by the narrow
bars in Figure 3.3. As expected, the system achieves lower throughput with re-
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UDP source traffic.

spect to the directional case, due to reduced overall link budget and increased
inter-node interference, thereby pointing towards the need to perform beamform-
ing.

IAB deployment scenarios. We tested three different deployment scenarios.
The best case is when all the N base stations in the network are equipped with a
wired connection to the core network (i.e., the all wired scenario). This represents
the most expensive solution, in terms of density of fiber drops, but allocates the
whole bandwidth to access traffic. With the IAB-nodes option, pN base stations
are IAB-donors, i.e., have a wired connection, and (1−p)N have wireless backhaul.
Finally, the baseline is what 3GPP considers for comparisons with IAB solutions,
described in [39], i.e., a deployment with only pN wired base stations and no
IAB-nodes (the only donors configuration). In all investigated scenarios, IAB
nodes use the WF policy to forward their backhaul traffic to the core network: as
demonstrated in the previous paragraph, this approach delivers better end-to-end
latency and throughput compared to other path selection techniques.

UDP user traffic. Figure 3.4 considers an IAB network where UEs download
content from a remote server with a constant bitrate of 220 Mbps, using UDP as
the transport protocol, thus with a full buffer source traffic model. Each end-to-
end flow does not self-regulate to the actual network conditions, thus congestion
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Fig. 3.5: Performance for UEs in a target IAB-node, with different applications, for a density of 30
gNB/km2.

arises. This experiment tests the performance of an IAB setup in a saturation
regime, where the access and backhaul links are constantly used. As expected,
the best performance is provided by the all wired configuration, as it provides
the same access point density of the IAB setup, but avoids the multiplexing of re-
sources between access and backhaul. On the other hand, it is possible to identify
two advantages and one drawback of the IAB configuration with respect to the
only donors one. IAB nodes, in fact, make it possible for the worst UEs and for
the UEs with the best IAB-donor channel quality to experience a higher through-
put, as shown in Figure 3.4. In the first case, the fifth percentile throughput plot
in Figure 3.4a demonstrates that, for p = 0.5 (i.e., with one relay for each IAB-
donor, on average), IAB has 7.8 times higher fifth percentile throughput than the
only donors configuration, and only 13% less than the all wired setup. In the sec-
ond case, Figure 3.4b shows that the usage of IAB-nodes likely offloads the worst
UEs from the IAB-donors, which can allocate more resources to UEs with the
best IAB-donor channel quality, thereby enabling a higher throughput. For all
the other UEs, the IAB solution yields a worse performance, as they are throttled
by the round robin scheduler at the donors and have a smaller throughput than
with the only donors setup.

DASH, HTTP user traffic. We also consider a more common scenario, where
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the UEs either stream video using Dynamic Adaptive Streaming over HTTP
(DASH) [96] or access web pages using HTTP from a remote server. This source
traffic is asynchronous and bursty and, in the DASH case, the flow adapts itself
to the varying capacity offered by the network. Therefore, the network is not
as stressed as in the previous experiment, and in this case the advantage of
IAB is more visible, with the performance of IAB closer to that of the all wired
deployment. Indeed, the asynchronous and independent nature of the traffic at
each UE provides greater multiplexing gains, and the higher gNBs density with
respect to the only donors case improves the average channel quality.

Figure 3.5a reports the average duration of a rebuffering event for a DASH
stream, for all UEs of a target base station. The rebuffering happens when the
DASH framework does not adapt fast enough to the network conditions, or if
the capacity is not sufficient to sustain even the minimum video quality available
in the DASH server. The only donors setup has the worst performance, with a
5 and 2 times higher rebuffering than the all wired configuration, for p = 0.3

and 0.5, respectively. The IAB deployment, instead, degrades the performance
of the all wired one only by 1.4 and 1.3 times, for p = 0.3 and 0.5, respectively.
Likewise, Figure 3.5b shows the average time it takes to completely download a
web page, from the first request of the client to the reception of the last object,
and the trend is similar to that of the DASH rebuffering. Finally, for this kind of
traffic, the improvement introduced by the densification of IAB-donors (i.e., by
increasing p from 0.3 to 0.5) is less marked than with the constant bitrate traffic
shown in Figure 3.4.

3.4 Potentials and Challenges of IAB

Section 3.3 highlights that IAB presents both benefits and limitations with respect
to deployments where the radio resources are used only for the access. These chal-
lenges represent promising research directions for self-configuring, easy-to-deploy
and high-performance IAB networks, which provide a cost-effective solution for
an initial ultra-dense NR deployment at mmWaves.

IAB architecture and application IAB presents lower deployment costs
and complexity compared to the all wired setup. However, splitting the available
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resources between access and backhaul traffic results in worse network perfor-
mance in the presence of saturated traffic. With DASH and HTTP, instead,
the traffic source is asynchronous and bursty and, consequently, the IAB perfor-
mance approaches that of the all wired case. Moreover, the main advantages of
IAB, when compared to the only donors setup, come from an improved chan-
nel quality of cell edge users, on average, which consequently improves the area
spectral efficiency.

IAB deployment The interaction of different layers of the protocol stack is a
design challenge for IAB. QoS should be enforced in single- and multi-hop scenar-
ios, with IAB traffic flows for different end-to-end applications safely coexisting.
Additionally, the admittance of new bearers should account for the multiplex-
ing of resources between the access and the backahul, to avoid overbooking the
available resources and introducing congestion. Figure 3.4b shows that this may
indeed result in a user experience degradation. Similarly, overloading some IAB-
donors or excessively increasing the number of hops should be avoided.

Path selection policies The reduction of the number of relay operations
(i.e., through the WF approach) limits the overhead and congestion at interme-
diate IAB-nodes, with improved end-to-end latency and throughput. However,
the design of more efficient path selection strategies, robust to network topology
changes and end terminals’ mobility, is a research challenge deserving further
investigation.

Antenna architecture A large number of antennas enable narrow beams,
and high received power and throughput. The beamwidth, however, has an in-
verse relationship with how many directions to scan during the network setup
phase, i.e., when the IAB-nodes perform initial access to their IAB parents. Nar-
rower beams with analog beamforming and sequential scans can indeed increase
the initial access delay. The usage of hybrid or digital beamforming can reduce
this latency, and also benefit the data plane, by avoiding time or frequency mul-
tiplexing in favor of, instead, spatial multiplexing.
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Scheduling and retransmissions Most system-level challenges are related
to the design of ad hoc scheduling procedures at the MAC layer, to efficiently split
the resources between the access and the backhaul and to provide interference
management. Moreover, cross-layer effects may emerge from retransmissions at
multiple layers, thus the configuration of RLC and transport layer timers needs
to account for the additional delays related to the multi hop retransmissions and
the packet reordering at the receiver.

Economic benefits Deploying gNBs without the need for fiber connectivity
makes the IAB technology attractive and cost-effective for operators that want to
improve QoS through infrastructure densification. The report [38] shows that the
massive deployment of low cost small cells with wireless backhauling capabilities
enables a higher capacity and a reduction of the cost per bit. In this context,
wireless backhaul is a key element, because it facilitates the site installation, allows
the deployment of cells even where fiber may not be available, and is cheaper to
maintain. [37] reports that, for a single sector LTE small cell, the capex of wireless
backhaul ($2500) is higher with respect to the wireline option ($1000), but the
opex is 82% lower ($1800 vs. $10000 per year), hence the additional part of
the initial investment can be quickly recovered. Although these results refer to
LTE deployments, we expect that a similar trend will hold for 5G deployments,
given that the cost of renting fiber will be comparable. Additionally, compared
to other relaying solutions, mmWave IAB offers further advantages, including the
possibility to multiplex the access and backhaul data within the same frequency
band, thereby removing the need for additional hardware and/or spectrum license
costs.
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3.5 Resource Management Framework for IAB

In this section, we tackle the access and backhaul partitioning problem by propos-
ing an optimal, semi-centralized resource allocation scheme for 3GPP IAB net-
works, based on the MWM problem on graphs. It receives periodic L1 and/or
L3 measurements from the nodes of the IAB deployment, a possibility which is
explicitly mentioned by 3GPP in [39, Section 7.3.3], constructs a spanning tree
that represents the deployment, and uses a simplified, low-complexity version of
the MWM to partition the links between access and backhaul. After a feedback
step, each node can then schedule the resources at the subframe level among the
connected devices.

To the best of our knowledge, this is the first MWM-based resource alloca-
tion framework for 3GPP IAB networks at mmWaves. As such, it exhibits the
following benefits:

(i) no constraints on the number of hops in the IAB network are introduced,
and, more in general, it is 3GPP-compliant;

(ii) a global optimum is computed;

(iii) generic network utility functions can be used;

(iv) it features a computational complexity which is linear in the number of
gNBs which are connected to the same IAB-donor; and

(v) a very limited communication overhead is required.

In particular, the flexibility makes it possible to easily adapt the resource allo-
cation strategy to different requirements, use cases, and classes of traffic for 5G
networks. We achieve this by developing a generic optimization algorithm, which
identifies with a configurable periodicity the access and backhaul partition that
optimizes a certain utility function. The selection of the utility function priori-
tizes the optimization of different metrics, e.g., throughput or latency, which in
turn can be mapped to different classes of traffic.

Moreover, to achieve the compliance with the 3GPP IAB specifications, the
resource allocation framework relies only on information that can be actually
exchanged and reported in a 3GPP deployment. Nevertheless, our solution can
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be easily extended to consider other types of feedback information. Finally, the
algorithm operates with a low complexity, i.e., we propose a version of the MWM
algorithm that can be applied on spanning trees with linear complexity in the
number of nodes in the network infrastructure, and demonstrate its equivalence
to the generic (and more complex) MWM. Additionally, the proposed framework
also relies on a feedback exchange that is linear in the number of base stations, and
is thus decoupled from the number of users. Along this line, the semi-centralized
nature of the proposed solution combines the benefit of a centralized point of view
for the allocation of inter-dependent IAB links and a limited complexity.

3.5.1 State of the Art

This section reviews relevant research on resource allocation in a multi-hop wire-
less network, deployed through either IAB or other wireless mesh solutions [97].

The literature adopts different approaches to model and solve the resource
allocation problem. The first, discussed in [91, 98, 99, 100, 101, 102, 103] is
based on conventional optimization techniques. Specifically, the authors of [91]
present a simple and thus tractable system model and find the minimal number
of gNBs featuring a wired backhaul that are needed to sustain a given traffic
load. Their work is further extended in [98], which provides an analysis of the
performance benefits introduced by additional, fiber-less gNBs. In [99], the mobile
network is modeled as a noise-limited, k-ring deployment. Such model is then
used to obtain closed-form expressions for the max-min rates achieved by UEs
in the network. Moreover, [100] proposes a system model which leads to an NP-
hard optimization problem, even though it considers single-hop backhaul networks
only, and uses deep Reinforcement Learning (RL) to reduce its computational
complexity. In [101], the joint routing and resource allocation problem is tackled
via a Linear Programming (LP) technique. Notably, this work assumes that data
can be transmitted (received) toward (from) multiple nodes at the same time.
Similarly, the authors of [102] formulate a TDD, multi-hop resource allocation
optimization problem which leverages the directionality of mmWave antennas,
albeit in the context of Wireless Personal Area Networks (WPANs). Since such
problem is also NP-hard, a sub-optimal solution is found. Finally, [103] focuses on
joint link scheduling, routing and power allocation in multi-hop wireless networks.
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As in previous cases the obtained optimization problem is not tractable: in this
instance such obstacle is overcome by studying the dual problem via an iterative
approach.

The second approach relies on stochastic geometry to model IAB networks [104,
105]. Specifically, [104] determines the rate coverage probability of IAB networks
and compares different access/backhaul resource partitioning strategies. Simi-
larly, [105] provides a comparison of orthogonal and integrated resource allocation
policies, although limited to single-hop wireless networks.

Another significant body of literature leverages Multi-Connectivitys (MCs) to
study IAB networks; some of these works can be interpreted as a direct applica-
tion of such theory [106, 107], while others [108, 109, 110, 111] exploit a more
complex framework. The papers which belong to the former class are based
on the pioneering work of [112], which inspects the stability of generic multi-
hop wireless networks and formulates a throughput-maximizing algorithm known
as back-pressure. In particular, [106] focuses on the optimization of the timely
throughput, i.e., takes into account that packets usually have an arrival deadline.
Such problem is then addressed by formulating a Markov Decision Process (MDP),
leading to a distributed resource allocation algorithm. Similarly, [107] proposes
an algorithm that also targets throughput optimality but, contrary to the back-
pressure algorithm, manages to avoid the need for per-flow information. On the
other hand, the body of literature which belongs to the latter class uses the MC-
derived Network Utility Maximization (NUM) framework first introduced in [113]
and [114]. Specifically, the authors of [108] focus on satisfying the URLLC QoS
requirements by jointly optimizing routing and resource allocation. Then, the
problem is solved using both convex optimization and RL techniques. In [109],
an in-depth analysis of a mmWave, multi-hop wireless system is presented, propos-
ing and comparing three different interference frameworks, under the assumption
of a dynamic TDD system. This work is extended in [110] and [111], which con-
sider respectively a Spatial Division Multiple Access (SDMA) and a Multi-User
(MU)-MIMO capable system.

Finally, only a small portion of the literature [92, 94, 115] analyzes the end-to-
end performance of IAB networks. Specifically, the authors of [92] extend the ns-3
mmWave module, introducing realistic IAB functionalities which are then used to
characterize the benefit of deploying wireless relays in mmWave networks. Their
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Fig. 3.6: System model notation.

work is extended in [94], where path selection policies are formulated and their
impact on the system performance is inspected. A further end-to-end analysis of
IAB networks is carried out in [115], providing insights into the potentials of this
technology and the related open research challenges.

In conclusion, the literature exhibits the presence of algorithms relying on a
varying degree of assumptions on the network topology and of knowledge about
the system. Furthermore, most of the aforementioned studies lack an end-to-end,
full-stack system-level analysis of the proposed solution. Conversely, we propose
a semi-centralized resource allocation scheme, which also has a low complexity,
both computationally and in terms of required feedback. Moreover, we provide
considerations on how our proposed solution can be implemented and deployed in
standard-compliant 3GPP IAB networks, and compare such solution to the state
of the art with an end-to-end, realistic performance analysis.

3.5.2 System Model

A generic IAB network can be modeled as a directed graph G = {N , E}, where
the set of nodes N ∆

= {n1, n2, . . . n|N |} comprises the IAB-donor, the various IAB-
nodes and the UEs. Accordingly, the set of directed edges E ∆

= {e1, e2, . . . e|E|} ≡
{enj→nk

}j,k, where the edge enj→nk
originates at the parent node nj and terminates

at the children nk, comprises all the active cell attachments, either of mobile
terminals to a gNB or from IAB-nodes towards their parent node. Since our
goal is to study backhaul/access resource partitioning policies, this generic model
can be actually simplified: in fact, all the UEs connected to a given gNB can
be represented by a single node in G without any loss of generality. Similarly,
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the same holds true for their links toward the serving gNB, which can then be
represented by a single edge. Furthermore, this work focuses on ST topologies
only.

We define as feasible schedule any set of links E ′ ⊆ E such that none of them
share a common vertex, i.e., ∀ enj→nk

̸= enl→nm ∈ E ′ it holds that nj ̸= nm and
nl ̸= nk. Let then fu be a utility additive map, namely, a function such that
the overall utility experienced by the system when scheduling edges e1 and e2

satisfies fu(e1, e2) = fu(e1)+ fu(e2). Let also W ∆
= {w1, w2, . . . w|E|} be the set of

positive weights whose generic entry wj represents the utility which is obtained
when scheduling the j-th edge, namely, wj

∆
= fu(ej). Then, the overall utility of

the system is U ∆
=

∑
ek ∈E ′ fu(ek) =

∑
ek ∈E ′ wk. The goal is to find the feasible set

E ′∗ which maximizes the overall utility, i.e., argmax
E ′

U . In computer science, this

task is typically referred to as the Maximum Weighted Matching problem [116].

Finding the MWM of a given graph, in the general case, is not trivial from
a computational point of view. In fact, the fastest known MWM algorithm for
generic graphs has a complexity of O(|V ||E| + |V |2 log |V |) [117], posing serious
limitations to the suitability of such algorithm to 5G and beyond networks, which
target a connection density of 1 million devices per km2. However, we argue
that under the aforementioned assumptions on the system model, which restrict
the network to an ST topology, it is possible to design an MWM-based semi-
centralized resource partitioning framework which exhibits linear complexity with
respect to the network size and which, as a result, is able to satisfy the scalability
requirements highlighted by 3GPP in [39]. Nevertheless, the proposed framework
can be easily extended to the case of a DAG IAB network. In such regard, a sub-
optimal strategy is to periodically discard, during each centralized allocation, the
redundant edges of each node. In such a way, the input which is fed to the T-MWM
algorithm is, effectively, an ST. A second, optimal extension can be obtained
by computing at the controller the MWM of the network via a generic MWM
algorithm, instead of using the ST-specific T-MWM as in the proposed framework.
However, this strategy would feature a higher computational complexity.
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Fig. 3.7: High level diagram of the proposed MWM-based framework.

3.5.3 Semi-centralized resource allocation scheme for IAB net-
works

In the following, we present an MWM algorithm for ST topologies, an efficient and
MWM-based semi-centralized resource partitioning framework for IAB networks
and some considerations about its implementation. Specifically, the proposed
scheme collects at a controller installed on the IAB-donor L1 and/or L3 measure-
ments from the various gNBs. Then, it uses such information to build a weighted
ST which represents the IAB network. In particular, the network topology is
inferred by examining the incoming parent-child associations. The edge weights
are also computed from the received measurements, based on the specific policy
(hence, of target Key Performance Indicators (KPIs)) of choice. Finally, the re-
source partitioning is optimized by computing an MWM of the network and then
prioritizing the links which comprise it. A high level diagram of the whole scheme
is provided in Figure 3.7.
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MWM for ST graphs

We present an algorithm, hereby called T-MWM, which computes the MWM of an
ST in linear time. In particular, T-MWM is a bottom-up algorithm which, upon
receiving as input a weighted ST G described by its edge map E and the corre-
sponding weight map W, produces as output a set of active edges E∗ which are an
MWM of G. That is to say, E∗ is a matching of G which yields the globally max-
imum utility. Furthermore, E is from now on assumed to exhibit the following
invariant: each IAB parent precedes its children in the map, hence avoiding the
need for a recursion. This is automatically obtained as each IAB child connects
after its parent, and is thus added to the map in a subsequent position. Nev-
ertheless, this assumption can be easily relaxed by reformulating the proposed
dynamic programming T-MWM algorithm with a top-down approach.

The proposed algorithm is designed starting from the observation that, given
the generic node nk ∈ G and a matching Ē of G, we can identify the following
mutually exclusive and collectively exhaustive cases: Ē can contain either one
or zero edges which originate from nk. Based on this fact, we then discern the
optimal utilities which can be obtained in each of these cases. Specifically, we
define the maximum utilities yielded by a matching of nk’s sub-tree which either
contains a link originating from nk or not as F(nk) and G(nk), respectively. Then,
as can be seen in Alg. 3.1, the T-MWM algorithm basically consists in two traversals
of the network graph. During the first one we compute the G and F functions
for all the nodes in G using the recursive formulas provided by Lemma 1. Finally,
during the second traversal, this knowledge is used for computing an MWM of
the network; the correctness of this last phase is proved by Lemma 2.

Lemma 1. Given an ST G, consider its generic internal node nk. Let then F(nk)

be the maximum utility yielded by a matching of nk’s sub-tree which activates a
link originating from nk, and G(nk), conversely, the utility provided when such
matching contains no links which feature nk as parent. Then, we have that:

G(nk) =
∑

{nj}k
max {F(nj),G(nj)}

F(nk) = G(nk) + max
{nj}k
{W(enk→nj

)

− [F(nj)−G(nj)]
+}
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Algorithm 3.1 Tree-Maximum Weighted Matching
Input: A weighted ST G encoded by a map E, which associates each node in G to

its edges, and the corresponding weights map W.
Output: An MWM E∗ of G.

1: procedure T-MWM(E,W)
2: F← 0; G← 0 ▷ Initialize the utility vectors to zero vectors
3: E∗ ← {} ▷ Initialize the set of active edges as empty
4: for each internal node nk ∈ E ▷ In ascending order w.r.t. to their

depth in G
5: maxUtil← −∞; maxUtilChild(nk)← {}
6: for each edge enk→nj ∈ E(nk) ▷ Iterate over its edges
7: G(nk)← G(nk) + max {F(nj),G(nj)}
8: currUtil←W(enk→nj )− [F(nj)−G(nj)]

+

9: if currUtil > maxUtil
10: maxUtil← currUtil; maxUtilChild(nk)← nj

11: F(nk)← G(nk) +maxUtil

12: for each internal node nk ∈ E ▷ In ascending order w.r.t. to their
depth in G

13: if F(nk) ≥ G(nk)
14: E∗ ← E∗ ∪ enk→maxUtilChild(nk)

15: F(maxUtilChild(nk))← −∞ ▷ Ensure child does not get
activated multiple times

16: return E∗
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where the set {nj}k comprises all the children of nk and [x]+ = max{x, 0} is the
positive part of x. Conversely, for leaf nodes nl, F(nl) ≡ G(nl) ≡ 0.

Proof. This lemma can be proved by induction over the height hk of the sub-tree
corresponding to node nk. The base case is hk = 0, i.e., when nk is a leaf node;
in this case, trivially, both F(nk) and G(nk) are zero since no links exhibit nk

as parent node and the sub-tree of G which originates in nk consists of nk only,
respectively.

Then, assume that nk’s sub-tree exhibits a generic height hk > 0, and that
the above formulas hold for each of its children sub-trees, which exhibit a height
hj < hk. If we do not activate any edge which originates from nk, then no added
constraints are introduced concerning the edges which can be activated in its chil-
dren sub-trees. Therefore, G(nk) is simply the sum of the utilities achieved by any
MWM computed on its children sub-trees, i.e., G(nk) =

∑
{nj}k

max {F(nj),G(nj)}.

The remaining option is to activate exactly one edge, hereby called enk→nm , which
originates from nk. In this case, no additional edges which feature nm as parent
can be added to the matching. As a consequence, the contribution of nm’s sub-
tree on F(nk) is G(nm). Conversely, no additional constraints are introduced
regarding the other nodes. It follows that the utility obtained in this instance is:∑

{nj ̸=nm}k

max {F(nj),G(nj)}+W(enk→nm) +G(nm)

and can be rewritten as:

G(nk) +W(enk→nm)− [F(nm)−G(nm)]
+

Finally, such utility is clearly maximized when nm is chosen as argmax
{nj}k

{W(enk→nj
)−

[F(nj)−G(nj)]
+}, yielding:

F(nk) = G(nk) + max
{nj}k

{W(enk→nj
)− [F(nj)−G(nj)]

+}

Lemma 2. Given an ST G of root nr and the F and G functions computed as
per Lemma 1, an MWM E∗ of G can be computed by performing the following
procedure:
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1. If F(nr) ≥ G(nr), add to E∗ the edge from nr to nm, where the latter
is defined as nm

∆
= argmax

{nj}r
{W(enr→nj

) − [F(nj)−G(nj)]
+}. Then, repeat

recursively on all the sub-trees corresponding to nr’s children {nj}r |nj ̸= nm

and on the children of nm itself.

2. If F(nr) < G(nr), repeat recursively on all the sub-trees corresponding to
nr’s children.

Proof. The above procedure always yields a feasible activation, i.e., a matching of
G. In particular, in either options we never recurse on a node which has already
been activated, hence no pair of edges ∈ E∗ can share any vertices. Further-
more, due to the properties of F and G, whenever F(nr) ≥ G(nr) a matching
yielding maximal utility can be obtained by activating the edge enr→nm , where
nm

∆
= argmax

{nj}r
{W(enr→nj

) − [F(nj)−G(nj)]
+}. Since the procedure is then re-

cursively repeated on nr’s children and the validity of F and G’s properties holds
for each sub-tree in G, the set of edges E∗ produced by the above procedure com-
prises a maximal matching, i.e., it yields the maximum possible utility among all
the feasible schedules.

Regarding the computational complexity of the proposed algorithm, it can be
observed that during the first phase the main loop effectively scans each edge of G,
hence exhibiting a complexity O(|E|). Moreover, the second phase of T-MWM has
complexity O(|V|), since it loops through all the network nodes. Therefore, we
can conclude that the overall asymptotic complexity of the algorithm is O(|V|+
|E|), or, equivalently, O(|V|) since in an ST the number of edges equals |V| − 1.

Semi-centralized resource partitioning scheme

Based on the system model introduced in Section 3.5.2, and the T-MWM algo-
rithm, we present a generic optimization framework which partially centralizes
the backhaul/access resource partitioning process, in compliance with the guide-
lines of [39]. The goal of this framework is to aid the distributed schedulers,
adapting the number of OFDM symbols allocated to the backhaul and access
interfaces to the phenomena which exhibit a sufficiently slow evolution over time,
i.e., large scale fading and local congestion. This optimization is undertaken with
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respect to a generic additive utility function fu. An IAB network of arbitrary
size is considered, composed of a single IAB-donor, multiple IAB-nodes and a
(possibly time-varying) number of UEs which connect to both types of gNBs.
Furthermore, assume that a central controller is installed on the IAB-donor.

The proposed framework can be subdivided into the following phases, which
are periodically repeated every Talloc subframes:

1. Initial setup. This step, which is depicted in Figure 3.8a, consists in the
computation of the simplified IAB network graph G ≡ {V , E}. Specifically,
after this phase V comprises the donor and the various IAB-nodes. Accord-
ingly, E contains their active cell associations.

2. Information collection. During this phase, the various IAB-nodes send
to the central controller a pre-established set of information for each of their
children in G. For instance, this feedback may consist of their congestion
status and/or information regarding their channel quality. To such end, our
implementation uses modified versions of pre-existing NR Release 16 Con-
trol Elements (CEs), as strongly recommended in the IAB SI [39]. However,
the scheme does not actually impose any limitations in such regard.

3. Centralized scheduling indication. Upon reception of the feedback
information, the central controller updates G by inspecting the received
node-parent associations. Then, the set of weights W is calculated and an
MWM of G is computed, using the T-MWM algorithm. The output of this
procedure is the activation set E∗, which yields a globally optimum solution
with respect to the chosen utility function. Subsequently, E∗ is used as to
create a set of favored downstream nodes, i.e., of children which will be
served with the highest priority by their parent, as depicted in Figure 3.8b.
Finally, these scheduling indications are forwarded to the various IAB-nodes
which act as parents in the edges of E∗.

4. Distributed scheduling allocation. During this phase, the various IAB-
nodes make use of the indications received by the central controller, if
available, in order to perform the actual scheduling (which is, therefore,
predominantly distributed). Specifically, the favored nodes are served with
the highest priority, while the remaining downstream nodes are scheduled
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(a) The original topology, exhibiting the actual
cell attachments, is depicted on the left.

Conversely, the reduced one is shown on the
right.

(b) Computation of the MWM and of the
corresponding scheduling indications.

Fig. 3.8: High level scheme of the initial setup and centralized scheduling indication phases.

if and only if the resource allocation of the former does not exhaust the
available OFDM symbols.

It is important to note that since G contains only the IAB-nodes, the donor and at
most one “representative” UE per gNB, the proposed scheme effectively performs
only the backhaul/access resource partitioning in a centralized manner. On the
other hand, the actual MAC-level scheduling is still undertaken in a distributed
fashion, albeit leveraging the indications produced by the central controller. The
major advantages which this two-tier design exhibits, compared to a completely
centralized solution, are the presence of a relatively light signaling overhead and
the ability to promptly react to fast channel variations, for instance caused by
small scale fading.

Implementation of semi-centralized allocation schemes in mmWave
IAB networks

The remainder of this section discusses how the proposed scheme can be im-
plemented in IAB deployments, with reference to how the 3GPP specifications
can support it. Moreover, an in-depth analysis of the framework’s communi-
cation overhead and computational complexity is provided. To such end, let
G = {V,E} be the reduced network graph, computed as per 3.5.2, and, con-
versely, let Ḡ = {V̄ , Ē} comprise all the nodes in the IAB network.

In general, the resource allocation framework requires (i) a central controller,
which is installed on the IAB-donor, or could be deployed in a RAN Intelligent
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Controller (RIC) following the O-RAN architecture [118]; and (ii) a scheduler
which exchanges resource coordination information with the former. In particular,
and referring to the aforementioned phases of the proposed scheme, the following
additional considerations can be made.

Initial setup During this phase, which takes place when the IAB-nodes per-
form their first connection to the network, the controller acquires preliminary
topology information by leveraging the configuration messages which are already
exchanged during the typical Rel. 16 Initial Access (IA) procedure [39, Section
9.6]. Therefore, no additional overhead is introduced. Specifically, a map which
associates each IAB-node in the network to a list of its edges, identified by global
identifiers (which from now on will be referred to as “IDs”), is computed. As a
consequence, O (|V |) insertions in a sorted map are performed and this one-time
setup exhibits a computational complexity of O (|V | log(|V |)).

Information collection The generation of the feedback information is per-
formed in a distributed manner by the gNBs. To such end, the current implemen-
tation features the forwarding of information on the channel quality and buffer
status, in the form of Channel Quality Informations (CQIs) and Buffer Status
Reports (BSRs) respectively. This choice is driven by both the will to maximize
the re-utilization of the NR Rel. 16 specifications and the goal of making use of
MAC-level CEs only, hence avoiding the introduction of any constraint regard-
ing the supported IAB-relaying architecture. In particular, the CQI and BSR
information is generated by analyzing the corresponding CEs, which are already
received by the scheduler of each gNB, and checking whether the source Radio
Network Temporary Identifier (RNTI) belongs to an IAB-node or to a UE. In the
first case, the corresponding ID is retrieved and an entry carrying such identifier
along with its CQI/BSR value is generated. The feedback information concerning
the UEs, instead, is averaged in the case of the CQIs and added up for the BSRs,
to obtain a single value for each gNBs.

Referring to the 3GPP specifications of [119], the buffers occupancy can then
be forwarded to the IAB-donor by introducing a Short BSR, which carries a single
Logical Channel Group (LCG) ID and its respective buffer size. This is motivated
by the fact that we do not keep track of per-flow information, i.e., we aggregate
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all the different RLC bearers into a single measurement report. Similarly, the
channel qualities can be reported by the various IAB-nodes via an additional
CQI-only Channel State Information (CSI) report, based on a Wideband (WB)
measurement. Therefore, we can upper bound the size of these CEs as 11 [119]
and 7 bits [120] respectively. Regarding the computational complexity, in this
phase we generate, at each gNB, one CQI and one BSR for each backhaul link,
and (possibly) compute one cumulative CQI and BSR for the UEs. Therefore,
the asymptotic complexity of this phase can be identified as O (|V |).

Centralized scheduling indication During this phase, the controller makes
use of the feedback received from the gNBs to update the topology information,
compute the weights of the various network links and generate the centralized
scheduling indications.

Regarding the former, no additional control information is required. In fact,
the periodic feedback received from the various IAB-nodes, which carries a list
of ID-value pairs, can be used for this purpose. In particular, the controller
checks the child-parent associations for discrepancies with its local knowledge,
and, if so, updates the stored associations. Discrepancies can arise under two
circumstances: the connection of the first UE to an IAB-node and the handover
to a different parent of any IAB-node. In the first case, just the corresponding
“cumulative access node” needs to be added to the aforementioned map. On the
other hand, whenever a backhaul link changes, the topological information for
the whole subtending tree must be updated. Since in the worst case this might
require an update of the whole map, the asymptotic complexity of the topology
information update is O (|V |). Thanks to this periodic update, our framework
is robust with respect to Radio Link Failures (RLFs) and handovers, which may
occur due to blockages or mobility of UEs and, possibly, gNBs.

For the computation of the weights for the MWM problem, we propose the
following policies:

1. Max Sum-Rate (MSR). This policy maximizes the overall PHY-layer
throughput, i.e., the utility function is

fMSR
u

∆
=

∑
ei→k ∈E∗

ci, k,

81



and the weight assigned to the edge from node i to node k is wi, k
∆
= ci, k,

where ci, k is the capacity of the link ei→k.

2. Backlog Avoidance (BA). This resource partitioning strategy aims at
avoiding congestion. Therefore, the system utility is:

fBA
u

∆
=

∑
ei→k ∈E∗

qi, k,

where the weight wi, k is qi, k, namely, the amount of buffered data which
would reach its next hop in the IAB network by crossing the link ei→k.

3. Max-Rate Backlog Avoidance (MRBA). This represents the most bal-
anced option among the three, since it exploits favorable channel condi-
tions while also preventing network congestion and favoring network fair-
ness. The weight assigned to link ei→k is:

wi, k
∆
= ci, k + η · qi, k ·

(
µ

µthr

)k

,

where η, µthr and k are arbitrary parameters and µ represents the number
of subframes which have elapsed since the last time edge ei→k has been
marked as favored.

Regardless of the specific policy used, the computation of the weights exhibits a
complexity which is linear in the number of edges |E|.

Once the weights are computed, the controller obtains an MWM of the network
via an implementation of the aforementioned T-MWM. The algorithm outputs the
activation set E∗, i.e., a map associating the ID of the parent gNBs to the one
of their favored downstream node. Moreover, E∗ is also used by the controller
in order to keep track of which link has not been favored and for how long;
this information may then be used to introduce a weight prediction mechanism,
improving the robustness of the scheme with respect to the information collection
period. In terms of overhead, the reporting of E∗ to the gNBs would feature as
payload just one C-RNTI per IAB-node (at most, since some nodes might not
receive any whenever they are not active in the specific MWM solution). In fact,
by exploiting the Backhaul Adaptation Protocol (BAP), we can encapsulate this
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payload as part of a BAP message, while the destination node is already included
as part of the BAP header in the “BAP destination” field. Therefore, the payload
size of the scheduling indications is 16 bits.

Finally, based on the previous considerations and the analysis of Section 3.5.3,
the overall complexity of this phase is O (|E|+ |E|+ |V |), which, when consider-
ing ST topologies, is equivalent to O (|V |).

Distributed scheduling allocation The last phase of the resource alloca-
tion procedure consists in the distributed MAC-level scheduling. Before assigning
the available resources, the various schedulers check whether any indication has
been received from the controller. Based on this condition, the buffer occupancy
information is then split into two groups. The first contains the BSRs related
to the favored RNTI (if any), with the caveat that if the latter indicates the cu-
mulative access link, then this set contains the BSRs of all the UEs attached to
the host gNB, while the other comprises the remaining control information. The
resource allocation process is then undertaken twice: first considering the set of
favored BSRs only, then the remainder of these CEs. Thanks to this repeated
allocation, the favored link(s) is (are) scheduled with the highest priority, while
the rest of the network only gets the remaining resources. In such a way, the
information received by the controller is actually used as an indication and not
as the eventual resource allocation. For instance, the gNBs are free to override
these indications whenever the buffer of the favored child is actually empty, due
to discrepancies between its actual status and the related information available to
the controller. Moreover, the actual Downlink Control Informations (DCIs) can
then be generated by the various gNBs themselves (instead of being generated
only by the controller and then forwarded to the IAB-nodes), hence making use
of the most updated information on the channel quality and buffer status as well.
In fact, the exchange of information between the IAB-nodes and the IAB-donor
introduces an inevitable delay, proportional to their distance in terms of wireless
hops, between the generation of the control information at a given node (BSRs
and/or CQIs) and the reception of the corresponding scheduling indications com-
puted by the controller. Thanks to the aforementioned architecture, we limit
quite significantly the performance degradation caused by these possible discrep-
ancies between the actual nodes statuses and the (slightly outdated) information
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which the controller holds about them.

The computational complexity of this last phase is different from the baseline,
since it requires an additional MAC-level resource allocation. However, the spe-
cific impact of this modification is difficult to determine, since the choice of the
scheduling algorithm is not part of the NR specifications. Anyhow, it is reason-
able to assume that such algorithm exhibits an asymptotic complexity which is
at least linear in the number of users N to be scheduled, i.e., the number of
computational steps is O (Nα) |N ∈ N+; α ∈ R, α ≥ 1. Furthermore, it can
be observed that in our framework, the two allocations receive as input disjoint
subsets of the links; let J,K | J,K ∈ N; J + K = N be their respective sizes.
Therefore, the number of operations required for the scheduling can be estimated
as O ((J +K)α) for the typical network operation and O (Jα +Kα) when using
our framework. Since the following holds:

(J +K)α ≥ Jα +Kα ∀α ∈ N+

we can claim that, under the aforementioned assumptions, the last phase of the
proposed framework introduces no computational overhead with respect to the
typical network operation.

In addition to the previous considerations, we also need to take into account
that, if no modifications to the Rel. 16 NR specifications are introduced, a set
of MAC and BAP headers would also be added to the aforementioned payload
estimates; their respective sizes can be estimated as 16 [119] and 46 [121] bits,
respectively. Accordingly, the worst-case overall network overhead can be esti-
mated as follows. During phase 2, for each backhaul link in the network and
towards the controller, up to two BSRs and CQIs are exchanged, originating
from the link’s parent and child, respectively. Moreover, for each IAB-node in
the network, one BSR and one CQI are exchanged for the (possible) “cumulative”
access link. Then, in phase 3 the controller sends up to one scheduling indication
per IAB-node. Letting then N be the number of IAB-nodes which are connected
to the same IAB-donor, the communication overhead can be upper bounded by
N · (2 + 1) · (65 + 69) = 402 ·N [bits] in the UL and 76 ·N [bits] in the DL.

Notably, the 3GPP also considered the possibility of realizing heterogeneous
IAB deployments [39], in which IAB-nodes hold an additional connection with a
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macro cell (ideally co-located with the IAB-donor) to handle the control plane.
In this context, our framework can be enhanced by carrying feedback information
(i.e., CQIs and BSRs) and scheduling indications over the additional connection,
reducing the overhead and avoiding the need to travel through multiple hops
before reaching the IAB-donor.

We implemented the proposed resource allocation scheme in the popular open
source simulator ns-3, exploiting the mmWave module [46] and its IAB exten-
sion [92], to characterize the system-level performance of the proposed solution
with realistic protocol stacks, scenarios, and user applications.

The ns-3 mmWave module is based on [122] and features highly customizable
PHY and MAC layer implementations, with an NR-like flexible OFDM numerol-
ogy and frame structure. It also includes accurate interference and error models,
as well as a detailed channel model, which is compliant with the 3GPP specifica-
tions [123] and accounts for large and small scale fading phenomena, as well as for
interference. Additionally, the IAB module [92] models wireless relaying function-
alities which mimic the specifications presented in [39]. Specifically, this module
supports both single- and multi-hop deployment scenarios, auto-configuration
(within the network) of the IAB-nodes and a detailed 3GPP protocol stack, al-
lowing wireless researchers to perform system-level analyses of IAB systems in
ns-3.

It is of particular relevance to understand how the scheduling operations are
implemented in the IAB module, since they offer not only the baseline for the
proposed scheme, but also valid guidelines for real-world deployments. The cur-
rent ns-3 IAB schedulers exhibit a Time Division Multiple Access (TDMA)-based
multiplexing between the access and backhaul interfaces. Moreover, scheduling
decisions are undertaken in a distributed manner across the IAB network, i.e.,
each gNB allocates the resources which its access interface offers (to both UEs
and IAB-nodes) independently of the other gNBs in the network. In fact, in an
IAB network these scheduling decisions are almost independent of one another:
if a parent node schedules the backhaul interface of a downstream node, clearly
the latter will be constrained in its own scheduling decisions, as it will not be
allowed to allocate the time resources which have already been scheduled for
backhaul transmissions by its parent. Therefore, in a tree-based, multi-hop wire-
less network the various gNBs need to know in advance the scheduling decisions
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Fig. 3.9: A realization of the simulation scenario; the dotted lines represent the cell-attachments
of the IAB-nodes.

performed by their upstream nodes: to solve this problem, the authors of the
IAB module for ns-3 introduced a “look-ahead backhaul-aware scheduling mecha-
nism” [92]. Such mechanism features an exchange of DCI between the access and
backhaul interfaces: in such a way, any time resources already scheduled by the
parent for backhaul communications can be marked as such by the corresponding
downstream node, preventing any overlap with other transmissions. Furthermore,
the look-ahead mechanism requires the schedulers of the various gNBs to commit
to their resource allocation for a given time T at a time T − k, where k− 1 is the
maximum distance (in terms of wireless hops) of any node from the donor. In
such a way, the DCIs will have time to propagate across the IAB network and
reach the farthest node at time T − 1, thus allowing its scheduler to perform the
resource allocation process at least one radio subframe in advance.

Performance Evaluation

The purpose of these simulations is to understand the performance of the proposed
resource partitioning framework in the context of its target deployment, i.e., a
multi-hop IAB network. As a consequence, the reference scenario consists of a
dense urban deployment with a single IAB-donor and multiple IAB-nodes, as
depicted in Figure 3.9. In particular, the various gNBs are distributed along
an urban grid where the donor is located at the origin while the IAB-nodes are
deployed along the street intersections, with a minimum inter-site distance of 100
m. The IAB-nodes attachments are computed using the so-called HQF policy
presented in [94]; however, this choice does not introduce any loss of generality
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Table 3.1: Simulation parameters

Parameter Value
Number of runs Nruns 25
Simulation time Tsim 3 s
MWM period Talloc {1, 2, 4} subframes

Layer 4 protocol {UDP, TCP}
UDP packet size sUDP {50, 100, 200, 500} B

Weight policy fu {MSR, BA, MRBA}

since such parameter is fixed for all the runs. A given number of UEs are deployed
within the surroundings of these base stations, with an initial position which is
randomly sampled from circles of radius ρ and whose centers are the various gNBs.
A summary of the simulation parameters in provided in Table 3.1.

Both the IAB-donor and the IAB-nodes are equipped with a phased array fea-
turing 64 antenna elements, and transmit with a power of 33 dBm; conversely,
UEs are equipped with 16 antenna elements and their transmission power is re-
stricted to 23 dBm. Notably, the presence of additional antenna elements at the
gNBs is a key (but reasonable) assumption, as it allows base stations to achieve a
high beamforming gain. In turn, it is possible to achieve a high capacity, which is
fundamental to avoid performance bottlenecks, given the absence of a fiber back-
haul. The UEs download data which originates from sources that are installed
on a remote host; both UDP and the Transmission Control Protocol (TCP) are
used. For the UDP simulations, the rate of the sources is varied from 4 to 40
Mbps to introduce different degrees of saturation in the network. Therefore, in
these simulations only DL traffic is considered. Finally, the performance of the
proposed policies is hereby compared with the baseline of [92], indicated as “Distr”
by examining end-to-end throughput, latency, and a network congestion metric.

Throughput The first metric which is inspected in this analysis is the end-
to-end throughput at the application layer. As a consequence, only the packets
which are correctly received at the uppermost layer of the destination node in the
network are taken into account. In particular, for each UE and each simulation
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(a) sUDP = 100 B, i.e., UDP rate of 8 Mbps.
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(b) sUDP = 500 B, i.e., UDP rate of 40 Mbps.

Fig. 3.10: Per-UE end-to-end throughput Empirical Cumulative Distribution Functions (ECDFs).
The thick dashed line represents the rate of the UDP sources.

run, the long-term average throughput is computed as follows:

SAPP
k,n

∆
=

B(Tsim, k, n)

Tsim

where B(T, k, n) is the cumulative number of bits received up to time T by the
k-th UE, during the n-th simulation run. Then, the distribution of SAPP, namely,
the vector containing the collection of the SAPP

k,n values across the different runs
and UEs, is analyzed.

Figures 3.10a and 3.10b report the ECDF of SAPP, for a UDP packet size of
100 and 500 bytes, respectively, and the policies introduced in Section 3.5.3. In
the former, we can notice that the introduction of the semi-centralized framework
increases by up to 15% the percentage of UEs whose throughput almost matches
the rate of the UDP sources, i.e., achieving approximately 7.9 Mbps. Moreover, by
focusing on the leftmost portion of Figure 3.10a we can observe another interesting
result, concerning the throughput experienced by the UEs which do not fulfill
their QoS requirements. In fact, with respect to the first quartile the distributed
scheduler and the MSR policy achieve the worst performance. On the other hand,
the MRBA and BA policies significantly improve these results, even though the
extent of such improvements varies quite dramatically across the two.

In particular, compared with the distributed case the BA and MRBA policies
introduce a 2- and 3-fold increase of the worst case throughput, respectively,
coupled with a significantly lower variance in both cases.

These results can be explained as follows: since a UDP packet size of 100
bytes does not saturate the capacity of the access links, the main performance
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Fig. 3.11: End-to-end throughput quartiles, for sUDP ∈ {50, 100, 200, 500} B.

bottleneck of this configuration is represented by the buffering of the aggregated
traffic on the intermediate backhaul links. Therefore, the MSR policy provides no
improvements compared to the performance of the distributed scheduler, since it
simply favors the links with a higher SINR. Conversely, the prioritization of the
most congested links introduced by the other two strategies successfully tackles
the former problem. In particular, the BA policy exhibits the highest worst-case
throughput, while also satisfying the QoS requirements of approximately 40%
of the UEs. Moreover, the bias towards high SINR channels introduced by the
MRBA strategy further improves the higher percentiles, compared to the BA
policy, and dramatically outperforms MSR and the baseline across all percentiles.

By increasing the UDP packet size to 500 bytes, the network becomes no-
ticeably saturated, as depicted by Figure 3.10b; in fact, in this instance only a
minority of the UEs achieve a throughput which is comparable to the source rate.
With this configuration, the BA strategy achieves the worst performance, provid-
ing a significantly lower throughput across most percentiles. On the other hand,
both remaining strategies introduce significant improvements, although with dif-
ferent trade-offs. In particular, compared to the distributed case, the MSR policy
exhibits an increase of approximately 20% of the number of UEs which satisfy
their QoS requirements, albeit at the cost of worse lower percentiles. The MRBA,
conversely, introduces performance benefits which mostly affect the bottom per-
centiles only. However, with this strategy only a limited portion of the UEs

89



achieves the target throughput of 40 Mbps. As a consequence, we can conclude
that with the configuration depicted in Figure 3.10b the network approaches the
capacity of the mmWave channels. Therefore, buffering phenomena are likely oc-
curring at each intermediate IAB-node. Moreover, we can say that in a saturated
network the congestion is so severe that prioritizing the bottleneck links is not
enough: we also need to take into account the channel conditions and prioritize
the links which not only are congested, but also have the “biggest chance” of
getting rid of the buffered data due to the temporary better channel quality.

Finally, Figure 3.11 presents the first and third quartiles of SAPP as a function of
the UDP packet size sUDP . It can be noted that, with respect to the first quartile,
the MRBA outperforms all the other policies by delivering a throughput which
is up to 90% higher than the one obtained by the distributed scheduler. On the
other hand, Figure 3.11b shows how the best third quartile is achieved by MSR,
with up to a 2-fold improvement over the distributed solution. Furthermore, we
can observe how the positive impact of the BA strategy is inversely proportional
to the saturation in the network. We can then conclude that the bias it introduces
loses its effectiveness as the buffering phenomena start to affect the majority of
the IAB-nodes.

Latency Just like the aforementioned metric, latency is measured end-to-end
at the application layer. Thanks to this choice, the resulting delay accurately
represents the system-level performance, as it includes the latency which is intro-
duced at each hop in the IAB network.

In particular, for each packet correctly received at the uppermost layer of its
final destination, the following quantity is traced:

DAPP
i

∆
=

∑
lk ∈Ei

Dlk
i

where Ei comprises the links in the IAB network that are crossed by the i-th
packet, while the term Dlk

i indicates its point-to-point latency over the path link
lk. Finally, these values are collected for each of the various runs into the vector
DAPP and its statistical properties are inspected.

Figure 3.12a shows the empirical ECDF of DAPP for a packet size of 100 bytes.
It can be noticed that, in this case, the 90th percentiles achieved by the BA and
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Fig. 3.12: Per-UE end-to-end delay statistics.
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the MRBA policies are approximately 20% smaller than the one obtained by the
distributed scheduler. Moreover, these strategies manage to dramatically reduce
the number of packets received with extremely high delay, i.e., in the order of
seconds, showing the dramatic impact of buffering in the baseline configuration.
Conversely, the MSR policy provides the best performance with respect to the best
case delay only, although it still outperforms quite significantly the distributed
strategy.

These trends are exacerbated in Figure 3.12b, which shows the third quartile
of DAPP as a function of the UDP packet size sUDP . In fact, we can notice
that the effectiveness of the BA policy is inversely proportional to the network
saturation, whereas the opposite holds true with respect to the MSR strategy. It
follows that, for UDP rates in the order of 5 to 10 Mbps, the network is mainly
plagued by local congestion which causes the insurgence of buffering in some of
the nodes. Conversely, as the rate of the UDP sources increases the system shifts
to a capacity-limited regime, a phenomenon which explains the dominance of the
MSR and MRBA policies.

Network congestion Network congestion is measured by collecting, every
Talloc subframes, the RLC buffers status of the various nodes into the vector
BRLC. It must be noted that, since RLC Acknowledged Mode (AM) is used,
these values will indicate data which is related to both new packets and possible
retransmissions.

Figs. 3.13b and 3.13c show the median of BRLC, for traffic flows whose next hop
in the network is represented by either UEs or IAB-nodes respectively. Specifically,
the BA strategy achieves the worst performance in this metric, leading to unstable
systems in the cases of sUDP = {200, 500} B. A reason for this behavior can be
found in the “locality” of the BA policy criteria and the lack of influence of the
past allocations on the weights. These characteristics may lead to favoring the
same link repeatedly, hence offering little remedy to the end-to-end congestion.

On the other hand, the buffer occupancy achieved by the MSR strategy reit-
erates the fact that this policy is progressively more effective as the source rate
increases and the system becomes more congested. In particular, a dramatic de-
crease of up to 4 orders of magnitude is achieved for sUDP = 500 B. Finally, when
compared to the distributed scheduler, the MRBA policy also achieves a lower
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Fig. 3.14: End-to-end delay and throughput statistics, for TCP layer 4 protocol.

median RLC buffer occupancy towards the backhaul links, albeit the difference is
less striking than in the case of the MSR policy, and at the cost of slightly more
congested UE buffers.

Additionally, Figure 3.13d depicts the third quartiles of BRLC as a function of
the depth of the corresponding gNB in the IAB network. It is possible to notice
that, regardless of the policy in use, the amount of buffering at the various gNBs
generally decreases as their distance to the donor increases. This follows from the
fact that nodes which have a lower depth exhibit, on average, a bigger subtending
tree; therefore the amount of traffic which makes use of their backhaul links is
significantly higher.

Performance with TCP traffic This subsection extends the aforemen-
tioned analysis by inspecting the performance of the proposed scheme in the
case of TCP traffic. Specifically, a TCP full-buffer source model is used, and
the various semi-centralized resource allocation policies are compared against the
distributed scheduler.

Figure 3.14a shows the ECDF of the end-to-end delay experienced by the suc-
cessfully received packets. Similarly to the UDP case, the distributed sched-
uler exhibits the worst performance In fact, the benefits introduced by the semi-
centralized policies are noticeable across all percentiles. In particular, with this
configuration the MRBA policy provides the best results, followed quite closely
by the BA and MSR strategies. Figure 3.14b, which depicts the statistics of the
end-to-end throughput achieved by the various UEs, further explains the effect
on the system of the various semi-centralized policies. In particular, the BA pol-
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icy achieves, approximately, a 45% increase of the peak throughput. Conversely,
the MRBA strategy causes a redistribution of the achieved data rate, massively
improving the lower quartiles (up to the 80-th), albeit at the expense of the max-
imum throughput. Finally, MSR also causes a redistribution of the throughput
across the different percentiles, but the net benefit is less noticeable.

Therefore, we can conclude that regardless of the specific policies used, the
proposed scheme improves the system performance also with this configuration,
by limiting the insurgence of local buffering and aiding the end-to-end congestion
control mechanism offered by TCP. Furthermore, it can be noted that a prioriti-
zation of the most congested links and of the channels featuring a higher quality
results in performance benefits in the average case, although it also causes a de-
crease of the network fairness. On the other hand, the MRBA policy manages
to optimize the backhaul/access resource partitioning, while at the same time
introducing an increase in the throughput fairness.

Further considerations It is of particular relevance to analyze the perfor-
mance of the semi-centralized policies when relaxing the most restrictive hypoth-
esis, i.e., the capability of exchanging feedback information in a timely manner.
Such analysis provides also insights regarding the effects of errors and/or crashes
in the control messages. Indeed, both control and data channels implement error
detection mechanisms, making the likelihood of undetected errors in the feedback
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information negligible. As a consequence, the errors would be detected at the
receiver, and lost information would be either retransmitted by the source or sim-
ply discarded, waiting for the following periodic update; in both cases, the net
effect would be a delay in the reception of the message.

To such end, Figure 3.15a shows the performance of the proposed framework as
a function of the semi-centralized allocation period Talloc. In particular, each of
the depicted points represents the joint end-to-end throughput and delay achieved
with the different configurations.

As expected, in general the effectiveness of the various semi-centralized policies
progressively deteriorates as the frequency of the scheduling indications decreases.
Interestingly, the BA policy exhibits the lowest performance degradation with re-
spect to an increase of the allocation period, which suggests that this phenomenon
has a slower evolution over time compared to the one exhibited by the channel
quality. Nevertheless, the key takeaway is that all the proposed allocation strate-
gies except MSR outperform the distributed solution, across both metrics. In fact,
the latter exhibits the lowest throughput first quartile, but only because it intro-
duces a strong bias towards high SINR channels, as discussed in Section 3.5.3.
However, the trend depicted by Figure 3.15a also suggests that there exists a
threshold value of Talloc after which the performance of the proposed frameworks
brings only marginal performance benefits.

Additionally, the running time of the MWM algorithm presented in Section 3.5.3
was analyzed, in order to understand whether it may partially invalidate the
timely feedback assumption. Specifically, Figure 3.15b presents the statistics of
the various MWM execution times, obtained on a machine equipped with an
i7-6700 4-core processor clocked at 3.4 GHz. The first observation which can be
made is that this empirical analysis confirms the previously estimated asymptotic
complexity, depicting a running time which exhibits a linear dependence on the
number of gNBs in the network. Furthermore, it can be noted that the runtime
of the MWM algorithm does not exceed 6 µs, even for a significant number of
IAB-nodes connected to the same IAB-donor. As a consequence, we can conclude
that the execution times of the semi-centralized allocation process do not pose
any threat to the timely feedback assumption, since they are reasonably smaller
than the duration of the minimum semi-centralized allocation period.
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3.6 Conclusions and Future Work

High-density deployments of 5G mmWave cells require innovative solutions to re-
duce costs without degrading the end-to-end network performance. IAB has been
investigated to relay access traffic to the core network wirelessly, thereby remov-
ing the need for fiber backhaul in all the gNBs. In this chapter, we reviewed the
latest 3GPP NR Release 16 standardization activities on IAB and evaluated the
performance of IAB networks for different applications and traffic types. IAB rep-
resents a viable solution to efficiently relay cell-edge traffic, although the benefits
decrease for more congested networks. We have also highlighted the limitations
of IAB and provided guidelines on how to overcome them.

Moreover, we proposed a semi-centralized resource partitioning scheme for 5G
and beyond IAB networks, coupled with a set of allocation policies. We showed
that the introduction of this light resource allocation cooperation dramatically
improves the end-to-end throughput and delay achieved by the system, preventing
(or at least limiting) the insurgence of network congestion on the backhaul links.
Specifically, the MRBA policy exhibits the most promising results, offering up to
a 3-fold increase in the worst-case throughput and approximately a 30% smaller
worst-case latency, compared to the distributed scheduler. On the other hand,
the effectiveness of the BA and MSR policies varies quite significantly across the
specific system configuration and inspected metric.

We provided considerations on the implementation of a semi-centralized re-
source allocation controller in real world deployments. In particular, we acknowl-
edged that the proposed scheme relies on the assumption of IAB-nodes being
capable of exchanging timely feedback information with the IAB-donor. Even
though the amount of signaling data which the proposed solution requires is quite
low, and its performance is quite robust with respect to an increase of the central
allocation period, we argue that this remains a significant constraint. Moreover,
such drawback is exacerbated by the unfavorable mmWave propagation charac-
teristics. As a consequence, we deem that solutions involving a central controller,
which rely on the timely exchange of control information with the IAB-donor, are
likely to require dedicated control channels, possibly at sub-6 GHz, in order to
grant the utmost priority and reliability to the feedback information. Therefore,
we can conclude that the aforementioned framework can bring dramatic perfor-
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mance benefits to IAB networks, although its introduction in 5G and beyond
deployments requires additional research efforts.

For this reason, as part of our future work we plan to design machine-learning
algorithms which predict the network evolution at the IAB-donor. This improve-
ment will allow us to relax the timely feedback assumption, by increasing the
minimum semi-centralized allocation period which leads to performance benefits
over distributed strategies. Moreover, we foresee to implement mechanisms which
adapt the parameters of the MRBA policy to the system load and configuration,
and additional resource partitioning strategies. Finally, the generalization of the
proposed framework to SDMA systems will be studied. The use of this multiple
access scheme should significantly improve the performance of mmWave wireless
backhauling by introducing the possibility of concurrently serving multiple termi-
nals, provided that they exhibit a sufficient distance among them.
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4
Full-stack Evaluation of Hybrid

Beamforming in 5G mmWave Networks

4.1 Introduction

mmWave systems make use of antenna arrays to focus the transmit power into
the desired direction and then achieve higher antenna gains. This technique,
called BF, enables to compensate for the high pathloss experienced at mmWave
frequencies. Different BF architectures have been considered in the literature.
With analog BF, the transceivers have a single RF chain, and a single beam is
generated using analog phase shifters in the N antenna elements of the phase
array. More advanced transceivers use hybrid or digital BF architectures, with
K ≤ N RF chains. While increasing the complexity and power consumption of
the device, they enable a finer control on the BF process, which can be based on
combined digital and analog processing [124].

Hybrid and digital BF architectures, therefore, are capable of steering multiple
beams from a single antenna array, with (possibly) independent data streams∗,
effectively enabling MU-MIMO operations at mmWaves [125]. As a result, this

∗In NR, each component signal of a spatial multiplexing transmission is called a “layer,”
whereas in the physical layer literature it is often called “stream.” We adopt the second term
to avoid confusion with the protocol layers.
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increases the network spectral efficiency, as different users can be served with
SDMA in the same time and frequency resources. HBF solutions, in particular,
are considered as a cost- and energy-effective solution for MU-MIMO at mmWaves,
and have been practically implemented and deployed in commercial devices [41].

3GPP NR natively supports MU-MIMO transmissions [126]. However, despite
the promising features of HBF at mmWaves, the state of the art currently lacks an
analysis of how a physical layer based on HBF interacts with the full protocol stack,
from the MAC layer (e.g., for scheduling) to the transport layers and application.
Although physical layer performance studies play a critical role, the actual quality
perceived by the users can only be measured at the application layer. The ultimate
comparison of different solutions must involve higher-layer metrics within a full
protocol stack framework. This chapter analyzes the integration of HBF in the
protocol stack of 5G and beyond cellular networks, focusing on the interplay
between well-established beam design methods and higher layers for different
scenarios and applications.

The remainder of the chapter is organized as follows. Section 4.2 summarizes
the state of the art on HBF and scheduling for mmWave networks. Section 4.3
discusses HBF and scheduling design in 3GPP NR networks. Section 4.4, then, de-
scribes the performance evaluation results, and Section 4.5 concludes the chapter,
providing suggestions for future research directions.

4.2 State of the Art

MU-MIMO communications have received considerable interest since the 90s [127],
which increased even further as the number of available antennas per device grew,
harnessing the advantages of massive MIMO [128]. Nowadays, MU-MIMO with
very large antenna arrays is an integral part of the 5G NR cellular standard
published by the 3GPP [16, 129, 130]. MU-MIMO pilots, channel estimation
and feedback procedures in the standard are concisely described in [131]. Beam-
management procedures in 5G are covered in [126].

Signal processing techniques for mmWave systems are reviewed in [40, 125].
Concerns about the power consumption in large antenna arrays motivate the use
of either HBF architectures [132] or fully digital BF with low-resolution Analog
to Digital Converters (ADCs) [133]. We focus on HBF and leaves low-resolution
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digital BF for future work. The design of Minimum Mean Squared Error (MMSE)
beamforming for single user mmWave HBF under frequency-flat channels is stud-
ied in [134, 135, 136, 124]. The extension to OFDM with frequency-selective
channels is covered in [137]. The extension to MU-MIMO SDMA has also been
well studied in physical layer works such as [138].

There is also significant work that has studied mmWave SDMA scheduling
under physical layer simplifications that permit the analytical treatment of the
scheduling problem in mathematical form. For example, it is common to assume
that the number of users is less than or equal to the number of available RF
chains, which is rare in a real deployment. A number of models assume some pre-
existing Single-User Multiple-Input Multiple-Output (SU-MIMO) beamforming
method and find which users can co-exist in the same time slot using sufficiently
separated beams [139, 140, 141, 142, 143, 144, 145, 146, 147, 148]. Motivated
by the concept of “favorable propagation” in massive MIMO [128], these works
lessen the burden on the physical layer and increase the burden on the scheduler.
Making the scheduler responsible for avoiding inter-user interference prevents
these models from taking full advantage of physical layer MU-MIMO state-of-the-
art techniques. Moreover, this reduces the scheduler’s flexibility to make decisions
based on user traffic needs. Also, it is not certain that practical mmWave HBF
can be sufficiently close to asymptotic massive MIMO regimes. Instead, in our
model we assume that the scheduler makes decisions based on user traffic needs
and channel gains only, as in classic scheduling literature, and trusts that the
physical layer will cancel the interference with methods such as [138]. Due to the
large scope of the problem, joint beamforming and scheduling is a hard problem.
A simplified analysis using a tractable convex lower bound is given in [149]. In
comparison, we adopt a full-stack approach to show that the well-known Round
Robin (RR) scheduling policy can be combined with well-known MMSE MU-
MIMO beamforming, revealing novel issues in the interplay of both schemes that
need to be addressed for the system to work. The full-stack approach also makes it
possible to understand the effects on the MU-MIMO performance of a number of
other NR characteristics such as the frame structure, the DeModulation Reference
Signal (DMRS), the retransmissions, different traffic or transport protocols, etc.

Novel applications, protocols and deployments give rise to the need for evaluat-
ing the end-to-end performance of 5G mmWave networks [46, 150, 151, 152, 153,
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47, 154, 155, 156, 157, 158, 159, 160, 161, 162, 123, 52]. These evaluations must
go beyond physical layer capacity evaluations [163, 164, 165, 166]. For example,
[153] investigates the behavior of the TCP on top of mmWave links. The exist-
ing literature on end-to-end mmWave cellular network performance, however, has
mostly focused on the interaction between the higher layers of the protocol stack
and a physical layer with analog BF [47, 151]. These works used geometric (i.e.,
positional) beam designs, and did not support the advanced HBF schemes that
are well-known in physical layer literature, nor the MU-MIMO SDMA techniques
that support active links between the base stations and multiple users simulta-
neously. This work introduces the novelty of SDMA and MMSE MU-MIMO
beamforming to prior full-stack end-to-end mmWave evaluations, building on the
ns-3 mmWave simulation module [46, 150, 151, 152, 153, 47, 154, 155, 156, 157,
158, 159, 160, 161, 162, 123, 52], and provides new key insights on how their
interactions with the higher protocol layers affect the performance experienced
by the user.

4.3 Full-stack Integration of HBF in mmWave Networks

The 3GPP 5G standard specifies the NR waveform and device requirements [16,
167]. The interface between the waveform and the antenna array is standardized
through a series of “antenna ports.” The details of BF operations applied to
signals in each port are left to the vendor implementation, and constrained only
by conformance requirements such as those in [167].

In the NR waveform, complex symbols are mapped in a 3-dimensional OFDM
resource grid comprising the OFDM symbol number in time (n), the OFDM
subcarrier number in frequency (k), and the “SDMA stream” number (ℓ) [16,
Table 7.3.1.3-1]. Furthermore, streams can be mapped to more than one antenna
port (p) using several precoding configurations [16]. These antenna ports are
defined as signal input/output interfaces to the antenna array. The mapping
of antenna ports to actual antenna elements may be vendor-specific, but must
guarantee that in the same port and within the same “slot” of 14 consecutive
OFDM symbols, the channel may be inferred through DMRSs that are orthogonal
and specific in each port [129].

In NR limited feedback beamforming [134], the gNB may transmit separate
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reference signals using different beams at different times or on different subcarriers.
The UE observes the reference signals and reports the “best” beam ID back to
the gNB. The channel during a slot of 14 consecutive OFDM symbols can be
inferred from a single DMRS, and therefore we can assume that channel coefficient
estimation is performed once at the beginning of each transmission. We assume
an idealized version of the beam selection and DMRS procedures in which the true
best beam and channel values are revealed to the UE and gNB in each allocation.
Due to mmWave channel sparsity and recent advances in estimation [168, 169],
the rate in real systems would be close to its upper bound obtained by assuming
noiseless channel observations. Moreover, it would be possible to further extend
our model by assuming noisy channel estimation and quantized feedback, which
we leave for future work.

At the NR MAC layer, the scheduler assigns radio Resource Blocks (RBs) in
the grid with indices (n, k, ℓ). The broadest time division are frames of 10 ms
duration. Each frame is divided in 10 subframes of 1 ms. These large scale
time units are similar to LTE, and can admit either TDD or FDD configurations.
However, differently from LTE, slots in any subframe can be labeled as Downlink
(DL), Uplink (UL) or flexible, where the latter represent an innovation in 5G that
permits the scheduler to dynamically change the DL/UL division over consecutive
subframes.

In the smaller time scale of the OFDM signal, the dimensions of the time-
frequency grid depend on the fundamental numerology parameter µ ∈ {0, 1, 2, 3, 4}.
OFDM symbols are grouped in slots of 14 symbols, such that each subframe has
2µ slots. The inter-carrier spacing is ∆f = 2µ × 15 kHz, and each OFDM sym-
bol’s duration is 2−µ

14
ms. The maximum bandwidth without carrier aggregation

is 400 MHz. In addition, the smallest scheduling granularity in NR is the “mini-
slot,” which can be only 2 OFDM symbols long and does not necessarily have to
be time-aligned with multiples of the nominal slot start instants. This allows NR
schedulers to assign “asynchronous” transmissions that do not start at the same
time.

The NR versatile waveform supports different frequencies, from the conven-
tional 700 MHz–6 GHz spectrum up to the 24–70 GHz mmWave spectrum. As
a result, some NR options are not useful when operating at mmWaves. One is
Orthogonal Frequency Division Multiple Access (OFDMA), since highly direc-
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tive mmWave BF typically requires frequency-flat analog operations. This means
that the radio device cannot apply different analog beams to different subcarriers
of the same OFDM symbol. Therefore, in mmWave all subcarriers k in a port-
symbol pair need to be assigned to the same user. As a consequence, scheduling
in mmWave NR reduces to a 2-dimension TDMA and SDMA grid (n, ℓ). A sec-
ond NR option of low interest in mmWave is the use of SDMA transmissions with
more than one stream to the same user, since typical mmWave MIMO channel
matrices are rank deficient (i.e., the second largest eigenvalue is much smaller
than the first) [125]. This would make multiple transmissions with rank ≥ 2 to
the same user ineffective, thus SDMA can only be implemented as an MU-MIMO
technique, but not as an SU-MIMO technique.

4.3.1 HBF Design

We assume that simultaneous SDMA transmissions are allocated into different
SDMA streams ℓ. We assume each user can only receive one stream. The DL
normalized physical mmWave channel matrix between the BS with Nt transmit
antennas and each UE u with Nr receive antennas, in OFDM symbol n and
subcarrier k is Hu[n, k] ∈ CNt×Nr , satisfying the norm ∥Hu[n, k]∥2F = NtNr. In
DL, the BS selects a wideband analog BF vector for each transmit stream vℓ

using some BF scheme, and the UE receives with the analog BF vector wu. Thus
the effective scalar complex channel between the transmit stream ℓ and the single-
stream receive antenna port of the UE is given by

g[u, ℓ, n, k] = wT
uHu[n, k]vℓ,

and the UL channel is computed with the transposed channel matrix and swap-
ping transmitter and receiver beamforming vectors, resulting in the same complex
scalar number.

We follow a SINR-based point-to-point link performance model. For each link
we obtain an analytical expression for the instantaneous SINR for each subcarrier
k at each time instant n. For each allocated segment with a start time no and end
time ne, we map the set of all the instantaneous SINRs, {SINR[n, k]}n∈{no...ne},k∈{0...K−1},
to a single Block Error Rate (BLER) value associated with the entire block, assum-
ing that signals are decoded independently. This technique, known as Effective
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SINR Mapping (ESM), is widely used in system-level simulation for 4G LTE [170],
5G mmWave [92], and 5G NR [171]. Each simulated packet transmission is ran-
domly dropped (not passed to the receiver’s upper protocols) with a probability
equal to its BLER. While ESM is a simplification of real decoding hardware that
makes the simulation of a large network tractable, real NR demodulation and
decoding may use sophisticated joint decoding such as MU-MIMO sphere decod-
ing [172], combined with the channel codes of NR [16]. To model SDMA with
multiple streams, we write the instantaneous DL SINR of user u at time n and
in subcarrier k as a function of the effective channel gains as

SINRDL
u [n, k] =

P/(KLu)|g[u, ℓ(u), n, k]|2∑
u′ ̸=u P/(KLu)|g[u, ℓ(u′), n, k]|2 + OI +∆fNo

, (4.1)

where K is the number of subcarriers, Lu is the pathloss of user u, P/K is the
BS transmitted power per stream equally divided among all subcarriers, OI is the
“out-of-cell” interference, No is the noise PSD and ∆f is the inter-carrier spac-
ing. For the discussion of BF design at a single BS, we discuss only the sum of
interference over UEs connected to the same BS, producing side lobe interference
between any two beams of the same radio device. If there are other BSs in the
scenario, their BF design is independent and the out of cell interference OI is
considered as a constant in addition to the noise ∆fNo by the beamforming algo-
rithm. We note that the side lobe interference terms correspond to “mismatched”
beams, i.e., an interfering signal is received by user u through the channel of user
u but it was sent by the transmitter stream ℓ(u′) using a BF vector designed for
user u′. This makes the side-lobe-interference power much lower than the desired
signal power. Still, this interference term may be stronger than the noise, and
the link SINR may be much lower than the SNR.

In UL, side lobe interference is even more severe because the UL SINR expres-
sion is in turn

SINRUL
u [n, k] =

P/(KLu)|g[u, ℓ(u), n, k]|2∑
u′ ̸=u P/(KLu′)|g[u′, ℓ(u), n, k]|2 + OI +∆fNo

, (4.2)

where the stream assigned to user u receives the interference signal transmitted
by user u′ through the channel of user u′ and the receive beamforming vector
of stream ℓ(u). In other words, pathloss gains in the denominator L−1

u′ are also
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mismatched. In some cases, such as for example if the interferer is much closer to
the gNB than the desired transmitter, the pathloss gain of the interferer may be
much greater than the pathloss gain of the desired signal L−1

u . Thus, SU-MIMO
BF strategies that only focus on maximizing |g[u, ℓ(u), n, k]|2 cannot guarantee
that the side lobe interference power is lower than the desired signal power.

Under our ESM link model, we considered several classic design methods in
the literature to obtain BF vectors to achieve good link SNR or SINR values in
Equation (4.1) and Equation (4.2). We select a sample representation of linear
algoritms that have an intuitive relation to the ESM model, whereas we remark
that the issues we identify regarding their interaction with realistic scheduling
and traffic are fully general to any MU-MIMO physical layer and have not been
previously reported.

Geometric Beamforming

This was the only technique implemented in the previous version of the mmWave
ns-3 module [52] we extended. Geometric BeamForming (GBF) displays worse
performance than the other schemes we adopted, as detailed in the next subsec-
tion. We denote the antenna array response vector a(θ, ϕ) as a function that
depends on the angles of azimuth (θ) and elevation (ϕ). For example, in a trans-
mit Uniform Planar Array (UPA) with N1 × N2 antennas separated by half a
wavelength, a(θ, ϕ) is a vector of size Nt = N1N2 whose i-th coefficient we denote
as ai(θ, ϕ), satisfying

ai(θ, ϕ) = e−jπ((i mod N1) sin(θ)+⌊i/N1⌋ sin(ϕ))

∀i ∈ {0, . . . N1N2 − 1}.
(4.3)

Notably, we can easily adopt the vector a(θ, ϕ)H to design a beam that points
in the direction (θ, ϕ). In GBF, the vectors are simply selected by pointing the
array in the physical direction between the BS position and the UE position. That
is, we assume the devices have some location hardware, and their coordinates
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(xBS, yBS, zBS) and (xu, yu, zu) are known, producing

θD = arctan
yu − yBS

xu − xBS

+ πI(xu<xBS) mod 2π,

ϕD = arctan
zu − zBS√

(yu − yBS)2 + (xu − xBS)2
,

vT
ℓ(u) = a(θD, ϕD)

H ,

θA = θD + π,

ϕA = −ϕD,

wT
u = a(θA, ϕA)

H ,

(4.4)

where I() is the indicator function, subindex D indicates the angles of departure,
subindex A indicates the angles of arrival, and subindex ℓ(u) indicates the stream
assigned to UE u.

Finally, GBF vectors are analog, so streams are matched one-to-one with array
ports in this scheme. We remark that GBF is based only on the array radiation
pattern and the angular position of the devices, and does not adapt to changes
in the channel matrix. However, the strongest channel gain, associated with the
largest singular value and singular vector of Hu[n, k], could be very different from
the geometric direction between the locations, especially in NLOS channels.

Codebook Beamforming

This is a well-known limited-feedback technique in SU-MIMO mmWave BF liter-
ature [138]. However, we present the first evaluation of Codebook BeamForming
(CBF) in full-stack simulations with SDMA support. We denote a BF codebook
B as a small collection of possible BF vectors (either because quantized phase
shifters are employed in analog BF or because the feedback is limited to log2|B|
bits). The transmitter sends reference signals using all the vectors in BD, and the
receiver tests decoding the reference signals with all vectors in BA. Finally, the
receiver chooses a pair of vectors from each codebook based on the observations.
For example, the receiver may choose the beams with the largest observed refer-
ence signal power. In our implementation we model this procedure as noiseless
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resulting in the max-SNR criterion

vℓ(u),wu = arg max
v∈BD,w∈BA

|wTHu[n, kref ]v|2, (4.5)

where kref is a single subcarrier index where we assume a narrowband reference
signal is transmitted. Finally, the receiver would only need to send to the trans-
mitter a beam indicator message describing the index that vℓ(u) occupies in the
look-up table containing BD.

We implemented the “Discrete Fourier Transform (DFT) codebook,” which
for the N1 × N2 antenna array contains N1N2 beams pointed in the directions
θ ∈ {arcsin(2n1

N1
)}

N1
2

−1

n1=−N1
2

and ϕ ∈ {arcsin(2n2

N2
)}

N2
2

−1

n2=−N2
2

. Due to (4.3), the DFT
codebook is exactly the set of columns of a DFT matrix, allowing an efficient
implementation using the Fast Fourier Transform (FFT) algorithm. The CBF
beams have roughly the same beam width and sidelobes as GBF beams but can
only point to a finite set of angles. Despite this, the beamforming gain with CBF
in Equation (4.5) is much larger than in GBF for NLOS channels, where the
largest singular vector of Hu is unrelated to the device’s physical positions used
in Equation (4.4).

CBF vectors are analog and streams are matched one-to-one with array ports,
as in GBF. Thanks to the use of a simple codebook-lookup technique, feedback
overhead would be very low. A potential drawback is that by using a single-
subcarrier reference |wT

uHu[n, kref ]vℓ|2 the selection does not take into account
the gains that would be experienced by any other subcarrier |wT

uHu[n, k]vℓ|2 ∀k ̸=
kref . This means that only the SNR of the reference is maximized while those of
other subcarriers are not. Nonetheless, due to the fact that the mmWave channel
matrix is rank-deficient and the beams in the codebook are sufficiently wide, the
SNR in different subcarriers can be quite similar and this shortcoming is not too
severe.

Frequency-Flat MMSE Beamforming

GBF and CBF focus solely on maximizing the effective channel gains between
the BS and UE u, denoted as |g[u, ℓ(u), n, k]|2. This, in turn, maximizes user u’s
link SNR, but does not account for interference to and from other UEs.

108



Therefore, to improve the SINR in (4.1) and (4.2), we introduce a low-complexity,
low-dimensional linear matrix mapping between streams and ports, in combi-
nation with an auxiliary analog CBF underlying scheme. Let us denote the
BF vectors selected using CBF by wCB

u and vCB
p , and by gCB[u, p, n, kref ] =

(wCB
u )THu[n, kref ]v

CB
p the complex channel coefficient observed between user u

and port p at the reference subcarrier kref .

We assume that first the system conducts a codebook exploration as in CBF
and loads the best codebook BF vector for each user u to different antenna ports
denoted by p(u). In addition, since the standard states that the channel on each
antenna port may be inferred using the different DMRSs, we assume that right af-
ter the codebook exploration the BS notifies each user of all the vectors of interest,
and the receivers estimate the effective complex scalars L

− 1
2

u gCB[u, p(u′), n, kref ]

for all pairs (u, p(u′)) at the beginning of their assigned RB allocation. To report
these auxiliary effective channel coefficients back to the BS, since a single refer-
ence subcarrier is used, would require N2

uNbit bits of feedback, where Nbit is the
number of bits used to encode each complex number and Nu is the number of
simultaneous users. For example with Nu = 4 the feedback would be 1024 bits
with 32-bit floating point encoding, or 96 bits with a 3-bit quantizer.

To simplify the notation, we assume in this section that the active users are
numbered sequentially u ∈ {1 . . . Nu} and that their assigned stream and port
numbers are equally sequential, i.e., ℓ(u) = p(u) = u. We also omit the OFDM
symbol index n. Using the auxiliary scalar channel coefficients the BS builds the
MU-MIMO reference equivalent channel matrix given in (4.7),

G[kref ] =


L
− 1

2
1 gCB[1, 1, kref ] L

− 1
2

1 gCB[1, 2, kref ] . . . L
− 1

2
1 gCB[1, Np, kref ]

L
− 1

2
2 gCB[2, 1, kref ] L

− 1
2

2 gCB[2, 2, kref ] . . . L
− 1

2
2 gCB[2, Np, kref ]

... ... . . . ...
L
− 1

2
Nu

gCB[Nu, 1, kref ] L
− 1

2
Nu

gCB[Nu, 2, kref ] . . . L
− 1

2
Nu

gCB[Nu, Np, kref ]


(4.7)

where Np = Nu is the number of analog BF ports, each associated to a single user.
Moreover, since ℓ(u) = p(u) = u, the desired channels are in the main diagonal
of this matrix. Finally, on the receiver side the BF vectors remain those of CBF,
while on the transmitter side the BS designs the following MMSE DL precoding
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matrix matching streams to antenna ports

VMMSE[kref ] = GH

(
GGH +

No∆fK

P
I

)−1

. (4.8)

Zero-Forcing (ZF) and MMSE precoding are well-known in physical layer MU-
MIMO literature[134, 135]. However, like CBF, we present their first full-stack
evaluation and a detailed discussion of their interplay with upper protocol lay-
ers. We adopt the MMSE technique rather than ZF because, when the noise is
weak compared to the transmitted power, then No∆fK

P
→ 0, and (4.8) converges

to the ZF precoder, i.e., G[kref ]VMMSE[kref ] = I, suppressing the interference.
In addition, when the noise is strong, i.e., in the limit as No∆fK

P
→ ∞, (4.8)

converges to the Hermitian (matched filter) which maximizes the SNR. Thus,
MMSE balances interference and noise reduction, giving good SINR values for
any noise-to-transmitted power ratio (No∆fK

P
).

Finally, the effective transmit BF vectors at the BS for DL are obtained by first
computing (

ṽMMSE
1 . . . ṽMMSE

Nu

)
=

(
vCB
1 . . .vCB

Nu

)
VMMSE[kref ],

and then performing the following transmitted power constraint normalization in
each stream:

vMMSE
u = ṽMMSE

u /|ṽMMSE
u |.

Introducing these effective vectors into Equation (4.1) returns the SINR values
of the MMSE technique.

For UL, an equivalent hybrid combining at the BS receiver can be formulated
by adopting the transpose of the matrices described in this section.

The Frequency-Flat MMSE BeamForming (FMBF) technique relies solely on
estimations performed in the reference subcarrier kref and is still frequency-flat.
This introduces only a small amount of additional feedback as only one subcar-
rier equivalent matrix needs to be reported. The precoding/combining matrix is
explicitly designed to improve the SINR in the reference subcarrier and, as a side
effect of the mmWave channel sparsity, the SINR can improve also in other sub-
carriers. However, since FMBF does not take into account the effective channel
of the other subcarriers, it does not guarantee complete interference suppression
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in all subcarriers. Due to the fact that in NR DMRS the channel measurements
must remain unchanged in all OFDM symbols in the same slot and with the same
user allocation, we note that the beamforming vectors cannot be changed in the
middle of an allocation, and MMSE cannot be used for transmissions that start at
different times and become simultaneous later. We will further address this issue
on the scheduler design section. Even though MMSE techniques are well-known,
to the best of our knowledge this work is the first to report this issue.

Frequency-Selective MMSE Beamforming

The principle of combining different digital precoders in each subcarrier with fre-
quency flat analog beams is well established in mmWave physical layer literature
[137]. However, as CBF and FMBF, to the best of our knowledge this work is
the first to assess this technique with a full-stack network evaluation.

In DL, we need to assume that after beam codebook exploration is performed,
pilot signals are transmitted in all subcarriers and the receivers can report back
to the transmitter a large set of effective channel coefficients {gCB[u, p(u′), n, k]

for all pairs (u, p(u′)) and subcarrier indices k}. This would require roughly an
increase of the feedback by a factor of K compared to FMBF. For example if
K = 100, Nu = 4 and with a coarse quantizer with Nbit = 3, we could send
the resulting 9.6 kbits of feedback in a single OFDM symbol, whereas using
high precision complex number encoding with Nbit = 32 would require more
feedback than we can fit in an NR slot. Using the effective channel information
the transmitter builds a collection of K different equivalent channel matrices, one
for each subcarrier (G[k]∀k ∈ {1 . . . K}). For each subcarrier k the transmitter
designs a different digital precoding matrix

VMMSE[k] = GH [k]

(
G[k]G[k]H +

No∆fK

P
I

)−1

.

Thus in the Frequency-Selective MMSE BeamForming (SMBF) scheme the pre-
coding matrix that maps antenna ports to streams is different in each subcarrier.
Finally, normalization and calculation of effective BF vectors proceeds as in the
FMBF case, but with the effective vectors introduced in Equation (4.1) taking
different values for each subcarrier index k. For UL, the same considerations
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regarding the transpose matrix apply.
In return for the significant increase in feedback, SMBF guarantees an explicit

suppression of the inter-user side lobe interference in all subcarriers.

Future Work

The insights we report are general and related to the interactions between layers
rather than to the fine details of one physical layer. Once the need arises, our
framework is easily expandable to other existing mmWave physical layer tech-
niques that have not been previously studied from an end-to-end perspective. We
leave for future work the MU-MIMO techniques that go beyond linear BF and
independent encoding and decoding in each link. In recent years, Non Orthog-
onal Multiple Access (NOMA) [173] has gained attention in the literature. As
mentioned in Section 4.3.1, in UL the BS could decode all incoming transmissions
jointly using Sphere Decoding [172] or Successive Interference Cancellation. Con-
versely, in DL, the BS could jointly encode all transmitted signals using Dirty
Paper Coding [174]. In addition, we have assumed fixed equal power allocation
in all subcarriers in Equation (4.1) and Equation (4.2), leaving optimal unequal
power allocation for future work. We also leave for future work the recent “cell
free” technique in which multiple BSs perform joint MU-MIMO transmissions
[175]. Moreover, we also leave for future work the study of BF performance
degradation due to noise in the beam measurements or in channel estimation,
and to quantization in the channel coefficient feedback.

4.3.2 HBF and Scheduling Interaction

We assume that the scheduler allocates transmissions in a 2-dimensional resource
grid combining TDMA and SDMA. All subcarriers in the same OFDM symbol
are allocated to the same UE due to the fact that the BF system in mmWave is at
least partially frequency-flat. The scheduler produces allocation decisions period-
ically for each slot of 14 symbols. The standard supports flexible configurations
for allocating control information, i.e., the Physical Downlink Control Channel
(PDCCH), in specific regions of each frame [130]. We assume a periodical control
signaling scheme where, for every 14-symbol slot, the first symbol always contains
the PDCCH. In the PDCCH, DCI control messages are delivered to all users. In
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(a) BF conflict with different transmission start
times: At T1 allocation #1 does not observe
reference signals from other streams. The BS
cannot estimate Equation (4.7) and use MMSE
BF, falling back to CBF. When Allocation #2
starts at T2, the transmission of reference

signals by Allocation #1 has already passed, so
Allocation #2 must fall back to CBF as well. In
addition, Allocation #1 cannot change its BF
configuration at T2 either. After T2, both

allocations experience the interference power of
a CBF scenario even though MMSE is

supported by all devices.

(b) BF conflict with forced simultaneous
transmission start: The transmission in the top
stream ends at T1, but the scheduler leaves a
padding symbol without signal and the new
allocation starts at T2. When transmission in
the bottom stream ends at T2, both streams
start a new allocation simultaneously. Both
allocations can observe each other’s reference

signals and estimate the off-diagonal coefficients
of Equation (4.7). MMSE BF can be employed
and interference is reduced. However, the frame

resource region corresponding to the time
interval T2 − T1 in the top stream is wasted.

Fig. 4.1: Example of MMSE BF conflict with different transmission start times.

this initial study we assume that control signaling is ideal, control messages are
never lost or corrupted, the best beams are always successfully identified without
error, and the channel coefficients estimated using DMRSs are noiseless observa-
tions of the channel gains. We leave the extension of the results to imperfect
control protocols and channel estimation for future work. Symbols 2 to 13 are
used for data and marked as “flexible,” meaning that they can be employed for
DL or UL in any slot and this choice may vary over different slots. Finally, in the
14-th symbol of each slot the UEs transmit UL control information to the BS.

As we assume noiseless channel estimation, we do not model the DMRSs ex-
plicitly. Since the smallest scheduling unit is a 2-symbol mini-slot with 1 DMRS
symbol [16], in our model we assume that the minimum data allocation unit is re-
duced to 1 symbol of data transmission. We assume that allocated transmissions
on different streams may present different start times (in symbol index units).
Since each allocated transmission has only one front-loaded DMRS, the BF con-
figuration of each transmission must be selected at the start of the transmission
and cannot vary over the duration of the same transmission. This means that,
for a pair of overlapping transmissions that start at different instants, the trans-
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(a) PMRS: The resources in gray are padding,
to guarantee that simultaneous allocations

always start at the same time.

(b) AMRS: The resources in white are available,
i.e., if more users were added, these resources

could be assigned to them.

Fig. 4.2: Examples of scheduler slot decisions with our two proposals

mission that started first does not have information on the interference to design
its BF (Figure 4.1a). Therefore we assume that MMSE precoding/combining
can only be applied to groups of allocations that start at the same time (Figure
4.1b). Thus, even though the MMSE technique is well-known in the literature,
our work identifies a novel conflict between scheduling constraints and the appli-
cability of the MMSE technique, as illustrated in Figure 4.1. We consider two
approaches illustrated in Figure 4.2: the first can make full use of MMSE but im-
poses additional constraints on the scheduler leading to lower resource efficiency
(Figure 4.2a). In the second, we allow the scheduler to freely allocate resources
even with different start times among different transmissions, achieving a more
efficient frame resource occupation (Figure 4.2b), but causing a fraction of the
transmission events to be unable to use MMSE for interference reduction. We call
this a “fallback beamforming” event, in which the physical layer supports MMSE
but the scheduler causes the use of plain CBF instead.

Padded mmWave Round Robin Scheduler

This scheduler guarantees that possibly overlapping transmissions start at the
same time in all streams. To do so, given Nℓ streams, Ns symbols and Nu total
UEs, the scheduler first divides the subframe equally in Nb = ⌈Nu/Nℓ⌉ “SDMA
bundles.” Each SDMA bundle is defined as a collection of up to Nℓ concurrent
transmissions with the same start time, but allocated to different streams (Fig-
ure 4.2a). The bundles are further time-multiplexed using TDMA over the full
subframe, where each bundle is exactly Na = ⌊Ns/Nb⌋ symbols long in time. All
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streams in the bundle start being transmitted at the same time but may end at
different times, according to the amount of data each UE has to transmit. Indeed,
within each bundle, and for each stream, one UE is selected. If this UE demands
fewer than Na symbols, then its transmission ends before the end of the bundle,
and the remaining symbols are left blank (padding). If Nu > Ns×Nℓ, then some
UEs are left unserved and become the first UEs in the list for the next subframe
in an RR fashion.

Padded mmWave RR Scheduler (PMRS) follows a TDMA first and SDMA
second principle, guaranteeing equal start times for all transmissions in a bun-
dle. This guarantees that MMSE BF is always usable and interference will fully
depend on the chosen BF scheme. The padding part in each bundle constitutes
wasted symbols, and thus this scheduler may display some inefficiency in resource
occupation.

Asynchronous mmWave almost-Round Robin Scheduler

This scheduler, instead, does not waste any symbol in padding: given Nℓ streams,
Ns symbols and Nu total UEs, the scheduler first divides the users into the Nℓ

streams. Thus the streams each serve a different subset of UEs, partitioning
the set of all users. The UEs in each single stream are further time-multiplexed
using the same default TDMA mmWave RR Scheduler (TMRS) method that
was proposed in previous versions of the mmWave ns-3 module [92], without
taking into account decisions for other streams. If all UEs demand more resources
than available, then each UE receives ⌊NsNℓ/Nu⌋ symbols. However, UEs that
demand fewer resources receive fewer symbols, their allocations end sooner, and
the next UE in the same stream begins its allocation immediately after, without
any padding. Due to this, the start times of the transmissions in one stream
are determined independently of the start times of other streams. After the
frame is populated, the physical layer forms “beamforming groups” composed
of transmissions that start at the same instant, as shown in Figure 4.2b. Each
beamforming group may use MMSE to reduce side lobe interference, however,
simultaneous transmissions with different start times such as BF groups #1 and
#2 in the figure, cannot design their beams jointly and may interfere significantly
with each other during their overlap. The UEs are divided among the streams
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using an integer division that assigns ⌈Nu/Nℓ⌉ users to each stream, and as a
result the number of UEs per stream may differ by one unit. Finally, UEs that
cannot get any resources will be served first in the next slot. Since allocations
may have different sizes we call the scheduler “almost-RR.”

The Asynchronous mmWave almost-RR Scheduler (AMRS) thus follows an
SDMA first and TDMA second principle, guaranteeing that no symbols are
wasted. Free symbols may exist when the total demand of all UEs is lower than
NsNℓ, but these symbols are not “wasted as padding” and would be allocated if
there were more demand. However, equal start times for all concurrent transmis-
sions are not guaranteed. This means that MMSE BF is not fully used, there are
fallback beamforming events, and interference will display a random mixture of
the CBF and MMSE physical layer behaviors.

4.4 Performance Evaluation and Tradeoffs

We implemented an MU-MIMO HBF extension for the ns-3 mmWave module
introduced in [46]. Earlier releases of ns-3 introduced the ESM physical layer
model for LTE [176]. The NYU mmWave single-stream physical layer and chan-
nel model was introduced in [177]. We adopted this well established physical
layer implementation as a base and modified it to support multiple simultaneous
transmitted or received signals in any device and antenna array. Besides the
bulk of the multi-stream implementation, we have introduced adjustments that
bring our framework closer to the 3GPP 5G NR standards. Instead of the NYU
channel model, we adopt the most recent 3GPP channel model implementation
in ns-3 presented in Chapter 2. In addition, the OFDM resource grid parameters
(bandwidth, subcarrier spacing, symbol duration, and number of slots per frame)
reflect those of NR, as described in Section 4.3 and [16].

Our extension of the ns-3 mmWave module adds support for multiple antenna
ports with different BF in the antenna arrays. Moreover, the 3GPP channel mod-
ule has been extended to compute inter-stream side lobe interference according to
Equation (4.1) and Equation (4.2). The channel, physical, and RLC implementa-
tions have been extended to support multiple SDMA asynchronous streams. The
BF strategies described in Section 4.3.1 have been implemented in a plug-and-
play, novel and flexible BF API and with separate objects for each BF method.
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Finally, we updated the MAC layer to support multiple asynchronous streams,
each with different mapping of upper layer PDUs to NR Transport Blocks, Hybrid
Automatic Repeat reQuest (HARQ) retransmission process, CQI estimation, and
control messages. The scheduler API permits the plug-and-play change of the
scheduler module. We implemented the schemes in Section 4.3.2, and maintained
backward compatibility. This allows comparison with the prior single-stream
scheduling strategies in earlier versions of the ns-3 mmWave module [46]. The
publicly available Github repository with the HBF extension can be consulted for
additional details†.

4.4.1 Simulation Scenario

We present different performance results pertaining to different aspects of the
SDMA MU-MIMO mmWave system. For all results below, we simulated a random
mmWave cellular system with one BS located at the origin of the coordinates
(0,0) with a height of 25 m, and 7 UEs located at random positions uniformly
distributed in a disc of radius 100 m with a height of 1.6 m. We generate 20 such
random deployments and average the results over the random UE locations and
channels. We assume that due to the considerable pathloss in mmWave, inter-
cell interference is severely attenuated and, therefore, it is sufficient to model
only one cell. This is different from prior work on 4G systems, where also a
set of “encircling” neighboring cells had to be considered to model interference
realistically [178].

We configured the NR OFDM waveform with numerology µ = 2, which corre-
sponds to a subcarrier spacing of 60 kHz. The system operates at 28 GHz central
frequency with a bandwidth of 198 MHz divided into 275 RBs, each including
12 subcarriers. There are 4 slots per subframe with duration 250 µs, and the
OFDM symbol duration is 17.85 µs including the CPs. We adopt the channel
model described in 3GPP TR 38.901 [59, 123] and consider the “Urban Macro”
scenario. The radio hardware configuration and other simulation parameters are
summarized in Table 4.1.

†https://github.com/signetlabdei/ns3-mmwave-hbf
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Table 4.1: Simulation parameters

Parameter Value

Bandwidth B 198 MHz
Frequency f 28 GHz
Numerology µ 2
Subcarrier spacing 60 kHz
Slots per subframe 4
Subframe duration 250 µs
OFDM symbol duration 17.85 µs
Channel scenario Urban Macro
UE transmit power 30 dbm
UE noise figure 5 dB
UE number of streams 1
UE antenna array configuration 4× 4 UPA
BS transmit power 30 dBm
BS noise figure 5 dB
BS number of streams 1 or 4
BS antenna array configuration 8× 8 UPA

4.4.2 Comparison of Beamforming Solutions

We compare the BF schemes discussed in Section 4.3.1. To clearly highlight their
impact on the physical layer, we use RLC-Unacknowledged Mode (UM) (i.e.,
without RLC retransmissions), disable the HARQ retransmissions at the MAC
layer, and use a low-traffic application in the UEs. This minimizes the difference
between the statistics of the SINR and BLER measured at the upper layers and
the random distribution that generates these values at the channel model.

The low-rate traffic generator produces a downlink and an uplink packet of
1500 bytes every 1500 µs, for each UE. Roughly speaking, when the MCS coding
rate is greater than 3.64 bits per subcarrier, the 3300 subcarriers can carry a full
packet in a single OFDM symbol. This means that, for every six slots of 250

µs each, the scheduler receives a demand for at least ∼ 14 symbols in the first
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Fig. 4.3: Comparison of the different BF schemes.

slot (i.e., each of the 7 UEs requests one downlink and one uplink symbol), and
none in the subsequent 5 slots. The scheduler has thus plenty of RBs to satisfy
the traffic demand, and, as discussed, there are no retransmissions. This traffic
probes the cell regularly and allows to measure the physical layer statistics due
to channel conditions and BF schemes by registering the effective SINR of each
transmission.

Figure 4.3a represents the received UL SINR CDF for all transmissions in the
simulation. We compare 1 stream (solid) and 4 stream (dashed) cases. For the
1 stream case, we use the TMRS without SDMA capabilities of the previous
versions of the ns-3 mmWave module, with either GBF or CBF (MMSE BF has
no effect in the single stream case, behaving exactly as CBF). For the 4 stream
case we consider the PMRS, so that all allocations use the specified BF scheme
(i.e., the MMSE schemes never fall back to CBF, as discussed in Section 4.3.1).
We compare 4-stream GBF, CBF, FMBF, SMBF. In the 1-stream case there is
no inter-beam-interference and the SINR is the same as the SNR, which is better
with CBF than with GBF, consistently with our discussion in Section 4.3.1. On
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the other hand, for 4 streams using single-stream BF techniques (GBF or CBF),
the SINR drops significantly, with frequent -20 dB events. This confirms that the
single-stream BF schemes do not perform well and the use of multi-stream specific
BF is necessary. Adopting the FMBF scheme improves the SINR by a significant
margin, but does not fully compensate the interference. As designed, the SMBF
scheme does remove almost all interference, and its SINR CDF is nearly identical
to that of the single-stream CBF case.

Figure 4.3b represents the received DL effective SINR CDF. The main difference
with UL is that in DL -20 dB SINR outages rarely happen with 4-stream CBF.
On the other hand, the gap between 4-stream CBF and 4-stream MMSE BF
schemes is wider than in UL. Again the SMBF scheme removes virtually all
interference and achieves an SINR distribution akin to that of a 1-stream CBF
scenario, whereas the FMBF scheme achieves an intermediate SINR improvement.

Finally we depict the instantaneous BLER CDF for all UL transmissions in
Figure 4.3c. Generally speaking, the BLER distribution is almost a step function:
In each transmission, the CQI feedback is used to select the MCS such that the
BLER would be 10−2 if the reported channel stayed the same. Therefore, we can
define a “CQI outage” as the event that, at the moment of transmission, the
channel has become much worse compared to when the CQI was reported, and
the instantaneous BLER is ≃ 1. Figure 4.3c shows that the instantaneous BLER
is dominated by such outages, where most transmissions experience either BLER
≤ 10−2 or BLER = 1. The complement of this outage probability corresponds to
the height of the flat region of the CDF curves. As we can see, 4-stream GBF
and CBF have a much larger outage probability (lower step in the BLER CDF)
and result in more severe BLER. Again, we see that SMBF is almost equal to the
1-stream CBF case, and FMBF is between these two cases. We do not depict the
DL BLER CDF due to space constraints, as its insights were identical.

In summary, the BF comparison shows that SMBF is necessary in the MU-
MIMO 4-stream implementation to ensure that the physical layer achieves the
same SINR and BLER as in the 1-stream mmWave system with CBF. Moreover,
the main differences between all BF schemes we considered are that GBF per-
forms worse than CBF for any number of streams and that FMBF offers some
performance improvement without as much overhead as SMBF.
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4.4.3 Cross-layer Beamforming and Scheduling Interactions

Next, we compare the scheduling algorithms introduced in Section 4.3.2. To
highlight the scheduler’s behavior with respect to the offered traffic, once again we
use RLC-UM and disable the HARQ retransmissions. However, differently from
the previous section, we use high-traffic applications in the UEs to emphasize the
effect of the scheduler on the system performance.

To adopt the best BF scheme for each number of streams, we consider four
scenarios: the TMRS 1-stream scheduler with CBF, our proposed PMRS for both
the 1-stream CBF and 4-stream SMBF configurations, and our proposed AMRS
for 4 streams with SMBF. PMRS is designed for use with multiple streams, but
since it forces all allocations to be of the same size, its behavior when applied to
the 1-stream case differs slightly from that of TMRS. Due to this, we include an
observation of PMRS in the 1-stream case. AMRS, on the other hand, behaves
exactly like TMRS if invoked on a 1-stream frame. AMRS may assign allocations
so that two overlapping transmissions do not start at the same time, and in these
fallback beamforming events the SMBF scheme behaves like the CBF scheme (see
Figure 4.1).

The high-rate traffic generator produces a packet of 1500 bytes every 150 µs in
each UE, for both uplink and downlink. For every slot of 250 µs, the scheduler
receives a request for at least ∼ 23 symbols (more if MCS rate < 3.64 bit/symbol).
With 1-stream each slot has 12 data symbols, which are not enough to serve all
the demand. In the 4-stream case, there are 12 × 4 available data symbols per
slot, i.e., enough resources if MCS rate > 1.82 bits/symbol.

Figure 4.4a reports the average DL and UL BLER for the four scheduler-BF
pairs discussed above. As can be seen, AMRS displays a high UL BLER because
it does not fully take advantage of the SMBF technique. The problem is more
severe in UL because, as discussed in the previous section, the pathloss leads to
more severe SINR drops (outages) in this direction than in DL. The BLER of
PMRS with 4 streams is comparable to that of TMRS and PMRS with 1 stream,
which is also consistent with the SINR plots discussed in the previous section.

Figure 4.4b depicts the throughput, defined as total data received divided by
total simulation duration. Since the nominal application rate is 7×1500×8

150×10−6 bit/s, the
maximum throughput is 560 Mbps. For TMRS, throughput is around 330 Mbps
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Fig. 4.4: Comparison of the different scheduling strategies.

in DL and 180 Mbps in UL, with significant asymmetry and much lower value
than the offered traffic. This is consistent with the fact that the offered traffic
greatly exceeds the number of data symbols of the 1-stream frame even with the
best MCS. The same holds for 1-stream PMRS with CBF, although its DL/UL
traffic is better balanced. With 4 streams, the resources are not saturated, and the
throughput with PMRS exceeds 420 Mbps in DL and 450 Mbps in UL. This shows
the main advantage of SDMA, i.e., an increase in the number of available RBs
by a factor of Nℓ allows the network to support much more traffic. Particularly,
our results show 2× more delivered traffic than in the single-stream case. As for
AMRS, we see that it also supported over 410 Mbps of DL traffic successfully, but
it only delivered around 250 Mbps of UL traffic. This is consistent with the high
UL BLER due to SINR outages, because AMRS does not ensure that all streams
start their transmissions at the same time, causing fallback beamforming events
in SMBF.

This section shows that the interaction between the scheduling and beamform-
ing schemes can be highly complex. While the previous section established that
CBF suffers occasional severe outages in a multi-stream setting, this section shows
that this can occur in SMBF when using schedulers that do not take into account
the properties of the MU-MIMO BF algorithms.
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Fig. 4.5: Delay in UL

4.4.4 Delay and Retransmissions

In this section we look at other performance indicators besides capacity. To the
best of our knowledge, our model presents the first end-to-end framework capable
of studying the relation between SDMA, NR retransmission schemes and delay in
MU-MIMO mmWave networks. Delay measurements are taken at the PDCP layer
in the 3GPP stack, so undelivered packets do not contribute to delay statistics.
On the other hand, retransmission queuing adds to the delay in reliable modes.
Thus unreliable transmission modes tend to display shorter delay statistics but
with fewer packets successfully arriving. The RLC retransmission mode (i.e.,
RLC AM) provides reliability on a much larger time scale than the MAC HARQ
mechanism. The RLC “reordering timeout” is 10 ms, whereas the HARQ scheme
retransmits immediately after a Negative Acknowledgment (NACK) is received.
Since UL control information is processed at the end of every slot, the HARQ
retransmission time is about 250 µs. For this reason we expect RLC-AM to
dominate the increase in delay caused by retransmissions.

Figure 4.5a compares the delay CDFs for different schedulers under the no
retransmission configuration (RLC UM without HARQ), with the high traffic
UDP application presented in the previous section. We use the CDF instead of
bar plots to capture the inverted-L shape of the delay CDFs when most traffic is
successfully delivered in the 4-stream configuration. With this, more than 75%
of the packets are received in under 20 ms, and more than 90% of the packets
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are received under 100 ms. In a deadline constrained application, such as for
example video with one frame every 20 ms, this means that 75% of the frames
would be received on time and displayed on screen (with no buffering). As for
the differences between AMRS and PMRS, the latter indeed guarantees a 10 ms
deadline with probability 80% and a 100 ms deadline with probability 95%, which
is better than AMRS. The 1-stream schemes, both TMRS and 1-stream PMRS,
do not display an inverse-L shaped CDF because the network capacity is exceeded
by the applications. Instead, the delay CDF with 1 stream is roughly linear as
many packets accumulated long times waiting in queues.

Figure 4.5b displays the delay CDF using all four possible retransmission con-
figurations for TMRS and 4-stream PMRS. Since the offered throughput exceeds
the resources of the 1-stream frame, the delays with TMRS present again an
almost-linear slope dominated by the queue waiting time. On the other hand the
PMRS cases present two-slope inverse-L shapes that are mostly driven by outages
and retransmissions. The lowest delay 80%-tile is achieved by the RLC-UM with
HARQ PMRS configuration, followed closely by the RLC-UM without HARQ
PMRS configuration. This suggests that HARQ retransmissions help improve de-
lay, which suggests that their contribution to improve reliability compensates the
small delays incurred by HARQ retransmissions. The CDFs for PMRS with RLC
AM with and without HARQ retransmissions exhibit a very dissimilar behavior.
Without HARQ, multiple AM retransmissions are needed, where each retransmis-
sion adds over 10 ms to the packet delivery delay. On the contrary, with HARQ
most retransmissions take place at the MAC layer, with a short round-trip time,
and RLC only needs to compensate for occasional HARQ failures. It is notewor-
thy that the delay CDF for the RLC AM without HARQ padding configuration
looks similar to the 1-stream curves, which suggests that RLC retransmission
queues are growing without bounds in this scenario. Regarding the differences
in behavior between different retransmission configurations for TMRS, it seems
that resource occupation dominates the delay since the 1-stream frame capacity
is exceeded. That is to say, the RLC UM without HARQ 1-stream configuration
does not add any resource demands besides that of the applications, thus allevi-
ating the queues, whereas the RLC AM with HARQ configuration adds resource
demands to the scheduler on top of the demands already presented by the fresh
packets, making the queues and the delay grow even longer.
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The main conclusion of this subsection is that, since the delay is strongly re-
lated to resource availability and queuing, the use of SDMA greatly increases the
number of available resource blocks, permitting the schedulers to support larger
traffic demands with low delay. Among the schedulers, PMRS offers an improved
delay profile with respect to AMRS, but both are able to offer under 20 ms delay
to a high percentage of the traffic. For intuitive reference, a video at 50 frames
per second displays one frame every 20 ms, so this result is of the same order of
magnitude as real-time multimedia applications. To introduce reliability, HARQ
should be given preference before considering the use of the RLC AM mode, as
following the opposite order would cause too many retransmissions and delay at
the RLC level.

4.4.5 Throughput vs Delay

This subsection further extends the scheduler comparison by considering joint
throughput and delay results using the “full retransmission” scheme, i.e., the RLC
AM mode with HARQ, versus the scenario “without retransmissions” consisting
in using the RLC UM without HARQ retransmissions. As in the previous section,
we consider a high-rate UDP application with 150 µs inter-packet intervals and
focus on the delay and throughput. We compare the default TMRS in the ns-3
mmWave module with 1 stream versus our PMRS and AMRS with 4 streams.

Figure 4.6a reports the mean UL delay vs throughput. Each point in the
scatter plot corresponds to one possible system configuration, with the best result
corresponding to the top left corner, i.e., the highest throughput with the lowest
delay. Recalling that the offered traffic is 7 × 1500 × 8/150 × 10−6 = 560 Mbps,
we note that the 4-stream padding scheduler without retransmissions is able to
deliver almost all the traffic. Surprisingly, activating the RLC AM mode with
HARQ reduces the throughput, which means that the additional RB demand
of the retransmissions overweighs the benefit of increased reliability. Since the
offered traffic greatly exceeds the capacity of the 1-stream case, TMRS with
1 stream displays large delays (waiting in queues) and low throughput. This
figure focuses on the UL performance, in which AMRS suffers occasional fallback
beamforming events, and hence its throughput and delay are worse than with
PMRS.
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Fig. 4.6: Comparison of the different scheduling strategies.

Figure 4.6b reports the same metrics for DL. The major difference with the UL
case is that now AMRS performs much better. Indeed, with retransmissions en-
abled, AMRS displays the highest throughput at the cost of a slightly higher delay
(due to the RLC AM retransmission timer). On the other hand, PMRS displays a
significant drop in throughput with retransmissions versus the case without them.
This suggests that enabling retransmissions may be counter-productive in PMRS.
AMRS, on the other hand, takes advantage of the retransmissions to compensate
for the occasional drop in SINR due to fallback beamforming. This shows that the
interplay between beamforming, scheduling and end-to-end traffic performance is
very complex; and that the apparently “worse” beamforming of SMBF+AMRS
in the physical layer can potentially be offset by the behavior of the upper layers
of the protocol stack.

Figure 4.7 depicts the average cell load, defined as the percentage of the total
number of frame RBs that are occupied by transmitted data symbols. For PMRS,
we depict the padding symbols as well, where the fraction of remaining useful free
symbols would be 100% minus the sum of the cell load and padding. The figures
show that the effect of padding is not too severe, and that even with padding
PMRS consumed fewer frame resources than AMRS.

The results in this section highlight the importance of a full-stack, end-to-
end performance evaluation. Indeed, the evaluation of the BLER and SINR in
Section 4.4.3 seemed to suggest that AMRS always performed no better than
PMRS. However, in DL, the BLER penalty of AMRS can be compensated using
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Fig. 4.7: Average cell load (percentage of the total RBs per frame that are occupied)

retransmissions, and, overall, AMRS yields an improved throughput compared to
PMRS. Nonetheless, in UL AMRS severely underperforms PMRS. Moreover, the
padding overhead in PMRS is tolerable. This suggests that different scheduling
principles could be adopted for the two directions.

4.4.6 Performance with Different Traffic Sources

Finally, we compare the system performance under three different applications
and transport stream configurations, and investigate the relation between the ap-
plication traffic and the scheduler. The first two applications are those considered
in Section 4.4.2 and Section 4.4.3, i.e., a constant bitrate source that generates a
packet of 1500 bytes every 1500 or 150 µs, respectively. In this case, the transport
layer is UDP (thus they will be referred to as UDP slow and UDP fast, respec-
tively). Finally, we also profile the performance with a full buffer application
that relies on TCP at the transport layer, to adjust the offered traffic to the
maximum supported by the network. We consider retransmissions in the RLC
and MAC layers to obtain similar reliability in the applications over UDP as in
the application over TCP.

Figure 4.8a represents the UL delay vs throughput for all three applications
and all three scheduling solutions. Since in the UDP slow application (in yellow)
the offered traffic is much lower than the potential cell capacity, almost all source
rate is successfully delivered by all schedulers (about 56 Mbps). In addition,
PMRS displays the lowest delay, followed by TMRS, with AMRS offering the
worst UL delay. As discussed throughout the prior sections this is because of the
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Fig. 4.8: Comparison of different applications.

retransmissions caused by the occasional events when AMRS suffers deep SINR
outages in UL. In the UDP fast application (in blue) the traffic sources offer
10× more throughput, which is almost fully delivered using PMRS. TMRS and
AMRS do not deliver all the UL traffic for different reasons. While in TMRS this
is due to the limited resources of the 1-stream frame, in AMRS the reason is the
high BLER due to the occasional outages. Since the UDP fast application does
not adjust its transmission queues, the delay in these two schedulers increases
significantly. Finally, for the TCP application (in green), PMRS offers the best
performance achieving about 560 Mbps. TMRS has limited resources in the 1-
stream frame and hence the throughput is less than half, but the delay is tolerable
under 50 ms. Finally, AMRS achieves a very low rate, which can be explained
by the TCP rate control responding too strongly to the occasional SINR outages,
which produce packet losses that trigger the TCP congestion control, reducing
the transmission window.

Similarly, Figure 4.8b represents the DL delay vs throughput. As in the previ-
ous figures, the main difference is that AMRS performs much better in DL than
in UL. For the UDP slow application we still see that all the traffic is delivered,
but the source rate is small. In DL the AMRS delay is much lower and similar
between the two 4-stream schedulers (under 3 ms), whereas the delay of TMRS
is a bit higher but still under 10 ms. For the UDP fast application, AMRS turns
out to be the best in terms of total DL throughput, albeit with considerable
more delay than PMRS. TMRS displays high delay and limited throughput due
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to the lack of resources of the 1-stream frame. The throughput with PMRS is
about half as much as with AMRS, but with much lower delay. Notably, the
throughput-delay behavior of PMRS with UDP fast is similar to that of the TCP
application with either 4-stream scheduler. As the TCP rate adaptation reduces
the transmission window when certain timers expire, its delay is under 30 ms for
all schedulers, but the achieved rate with such delay varies. PMRS offers the
best TCP throughput with under 15 ms delay, followed closely by the AMRS
scheduler. Finally, TMRS achieves the worst TCP throughput and the highest
delay, due to the limited resources of the 1-stream frame.

The main conclusion of this section is that the MU-MIMO system performance
depends significantly on the offered traffic. For a lightly loaded cell with fixed traf-
fic, all the configurations discussed offer a satisfactory behavior, whereas strong
trade-offs between delay and throughput emerge in an over-loaded cell with fixed
traffic. Moreover, the different scheduling algorithms diverge significantly in their
response to the over-loaded scenario, with PMRS displaying better delay gen-
erally, AMRS displaying more DL rate with some delay increase, and TMRS
being overwhelmed by the traffic. Applications on top of TCP are more sophis-
ticated and adapt their rates to the network. In this case the severe delays of
the over-loaded scenario are avoided by the rate adjustment, which converges
to a significantly larger rate for the 4-stream models compared to the 1-stream
baseline. Generally, PMRS offers consistently good performance in both UL and
DL, whereas AMRS offers great throughput in DL but has severe shortcomings
in UL.

4.5 Conclusions

In this chapter, we have studied the performance of various MU-MIMO HBF
implementations for 3GPP NR mmWave cellular systems. We have shown that
by supporting multiple transmission streams simultaneously, the system capacity
is greatly increased. Moreover, by associating each frequency-flat BF vector to a
separate antenna port, the signal processing involving large arrays characteristic
of mmWave systems can be addressed using HBF architectures. In addition,
by considering a linear matrix mapping logical transmission streams to physical
antenna ports, it is possible to leverage well-known MU-MIMO signal processing
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techniques in order to alleviate the inter-user side lobe interference and improve
the SINR. We have shown that this is indeed necessary, as the SINR would degrade
significantly if we merely used separate analog beams for each user without MU-
MIMO-aware HBF. With regard to control overhead, we evaluated a frequency-
flat MMSE BF scheme with reduced feedback that achieves partial interference
removal, and a frequency-selective MMSE BF scheme with significantly more
feedback that achieves almost complete interference removal.

Thanks to our full-stack framework, we have revealed a trade-off between re-
transmissions, MU-MIMO schedulers and BF design. Particularly, due to the
characteristics of channel estimation in NR, only coexisting allocations that start
at the same time are able to employ MU-MIMO-aware HBF techniques in order
to reduce the interference. This raises a conflict between interference mitigation
and RB allocation, as some wasteful padding symbols are needed to enforce the
constraint that all allocations start at the same time. We have implemented two
types of schedulers, one with padding and one that permits asynchronous trans-
missions and wastes no resources. We have shown that the latter scheduler leads
to system performance degradation in UL transmissions but not in DL, since the
events with too much interference are only occasional and may be compensated
with adequate retransmission schemes, at the expense of some delay increase.

We have also studied the relation between the system throughput and delay per-
formance indicators, the application data rates, and this scheduler-BF trade-off.
In general the use of the padding scheduler displayed the most consistent behav-
ior, achieving satisfactory delays with much higher throughput than a baseline 1-
stream system in both DL and UL. On the other hand, the asynchronous schedul-
ing approach cannot yet be fully discarded, as it offers even greater throughput
in DL scenarios with retransmissions where delay is not a concern.
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5
RAN Slicing in mmWave Cellular

Networks

5.1 Introduction

5G networks have been designed to provide connectivity for different classes of
services, with orthogonal requirements. For example, a packet error rate of 10−4

is tolerable in an eMBB system, where the focus is on the high throughput;
however, when it comes to industrial real time applications, typical target values
for reliability are in the order of 10−6, together with low latency [179, 180]. It
follows that the design of new generations of mobile networks should be flexible
enough to adapt to the different requirements.

Network slicing, defined by the Next Generation Mobile Networks Alliance
(NGNM) as the concept of running multiple indipendent logical networks upon
a common physical infrastructure, has been proposed as an enabler of flexible
5G networks [11]. Specifically, a network slice is a self-contained, virtualized
and independent end-to-end network that allows operators to execute different
deployments in parallel, each based on its own architecture [181]. While there
have been several research efforts focused on optimizing slicing operations in wired
networks (e.g., in the core of cellular networks), and in traditional, sub-6 GHz
wireless networks, the state of the art lacks considerations on how this can be

131



applied to the radio access of 5G mmWave networks.
In this chapter, we study how to effectively achieve network slicing in mmWave

wireless networks, introduce flexible operations and satisfy heterogeneous traf-
fic demands also in these frequency bands. Notably, we focus on how to serve
URLLC and eMBB slices that share the same radio access resources, without
compromising the quality of service of the users in either of the two.

The proposed slicing framework exploits CA, which enables multi-connectivity
at the MAC layer by providing service on multiple links (called Carrier Compo-
nents (CCs)). With CA, different CCs can use different frequencies, and can be
adapted to the channel independently (i.e., they can use different MCSs, and/or
retransmission processes), but are usually transmitted by the same base station.
CA increases the available datarate for the user, since it aggregates the spec-
trum across multiple bands, but can also be used for agile interference man-
agement [182] and spectrum sharing with unlicensed bands with the LTE-U ex-
tension [183]. At mmWave frequencies, CA techniques can be used to combine
carriers with very different propagation properties (e.g., 28 and 73 GHz) or in
licensed and unlicensed bands [15] in order to improve the reliability of transmis-
sion and/or increase the throughput [6].

In our framework, CA is used to (i) distribute the URLLC and eMBB flows
among different carriers, which could effectively act as slices; and (ii) provide
frequency diversity, e.g., slices that require high reliability could be allocated
in lower portions of the spectrum, which benefit from a reduced pathloss. Ad-
ditionally, we introduce MilliSlice, a cross-carrier packet scheduling policy that
dynamically adapts the dispatching of packets to the different carriers with the
goal to maximize the utilization of the resources available in each CC, without
penalizing the performance requirements of each slice.

We evaluate the effectiveness of the proposed solution with an open-source, re-
alistic, end-to-end, full-stack network simulator for mmWaves [46] based on ns-3,
which features the 3GPP channel model for mmWave frequencies and a 3GPP-
like protocol stack with carrier aggregation. The results show that, compared to
a mmWave network without slicing, the proposed solution reduces the latency of
URLLC flows and increases the throughput of the eMBB streams, hence enhanc-
ing the QoS achieved by both slices at the same time.

The remainder of this chapter is organized as follows. In Section 5.2 we provide
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a brief review of the state of the art regarding network slicing and CA solutions.
Then, in Section 5.3, we introduce the slicing framework, focusing in particu-
lar on its novelty aspects compared to the currently available solutions in the
literature. Section 5.4 provides a simulation-based performance analysis of the
presented strategy, and finally we conclude this chapter and highlight possible
future improvements in Section 5.5.

5.2 State of the art

This section will review relevant research efforts for the slicing of the RAN
(Section 5.2.1) and carrier aggregation in sub-6 GHz and mmWave cellular net-
works (Section 5.2.2).

5.2.1 RAN Slicing

Although introducing network slicing at the RAN is still challenging, several 5G
initiatives have been pushing for new frameworks to enable network slicing in mo-
bile networks. [184] proposes a fully programmable network architecture based
on a flexible RAN to enforce network slicing, also implementing a two-level MAC
scheduler to share physical resources among slices, obtaining encouraging results
in terms of throughput and resource allocation adaptability. Similarly, the au-
thors of [185] envision fully virtualized LTE base stations that can be deployed
on-the-fly to serve slices with different performance requirements Moreover, [186]
analyzes the RAN slicing issue in a multi-cell network, presenting four different
slicing approaches for splitting the radio resources among slices, and achieving
high granularity and flexibility in the assignment of radio resources, as well as sat-
isfactory levels of isolation. Paper [187] adapts a holistic approach to RAN slicing,
proposing a framework that translates high-level service requests of the operators
into a correct mapping of the physical layer resources. Finally, [188] proposes a
novel latency-sensitive 5G RAN slicing solution for Industry 4.0 scenarios, where
stringent latency requirements are common. This proposal, evaluated in indus-
trial scenarios with mixed traffic types, is able to meet the latency requirements
of delay-sensitive or time-critical applications, thus improving the QoS experi-
enced by all traffic types through an efficient allocation of the resources to the
slices. However, the schemes that have been proposed so far target traditional
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sub-6 GHz deployments, while in this work we consider the application of network
slicing to mmWaves cellular systems.

5.2.2 Carrier Aggregation

Carrier aggregation is a technique that the 3GPP has first introduced in the
LTE specifications [189], and extended in NR [12], which enables different CCs
to operate at different frequencies, and to use different MCS or retransmission
processes, usually within the same base station. Moreover, CA allows the aggrega-
tion of licensed and unlicensed bands with LTE-U and Licensed-Assisted Access
(LAA) [183]. The advantages that this approach can bring have been profoundly
studied in the literature and eventually even implemented in actual deployments,
but mostly within the realm of LTE-Advanced mobile networks: the employment
of CA in such scenarios provides an increase of the available per user data-rate
(since it can aggregate the radio resources across the spectrum) as well as the
means for an agile interference management [190].

In 5G cellular systems, the capabilities of CA have been extended with the
possibility of using up to 16 [191, 12] carriers with a bandwidth of up to 400 MHz.
Moreover, as NR supports mmWave communications, it will be possible to com-
bine carriers with different propagation properties (e.g., mmWave and sub-6-GHz)
or in unlicensed and licensed bands (thanks to the extension of NR-U in the 60
GHz band) [15, 76], in order to increase the throughput and improve the reliabil-
ity of transmissions [6]. In our previous work [42], we analyzed the performance of
different CA schemes for mmWaves using an end-to-end network simulator [46],
showing that CA improves the throughput of the network, due to the higher
resilience to blockage given by macro-diversity and the higher efficiency of a per-
carrier scheduling and MCS selection. However, even though the preliminary
analysis carried out by means of simulation in [42] shows promising results, the
application of this technique to mmWaves has not been exhaustively studied so far
and presents some open challenges such as the introduction of joint-CC schedulers
and MAC-PHY cross layers approaches.
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Fig. 5.1: Protocol stack of an NR device using CA, with a focus on the layers which play a role in
the slicing framework. In our proposal the BSR messages coming from the above RLC layers are
redistributed across the various CCs, possibly depicting different amounts of data compared to

their original form (see BSR2 and BSR2*).

5.3 Efficient mmWave RAN slicing with CA

In this Section, we will describe the proposed RAN slicing framework for mmWave
cellular networks, providing details on how CA can be used to perform slicing,
and on the cross-carrier scheduling policy that manages to guarantee to each data
stream the desired QoS.

The overall goal is to satisfy the requirements in terms of latency and reliability
of URLLC flows, i.e., over-the-air delay below 1 ms and packet loss smaller than
10−6, while maximizing the throughput of the eMBB flows that share the same
radio interface. We designed the slicing framework to be robust with respect
to the number of users per base station, the amount of eMBB traffic, and the
configuration of the resource allocation in the access networks.

5.3.1 RAN Slicing Through CA

The CA technique involves the PHY and MAC layers, as well as the interaction
between MAC and RLC. Figure 5.1 reports a simplified diagram of the protocol
stack with the entities involved in the management of multiple carriers. During
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the configuration phase, the base station notifies the availability of one or multiple
carrier components, to which the UE could connect according to its capabilities.
Once the connection setup is completed, the base station can manage the CCs by
offloading users to different carriers, or by performing a cross-carrier scheduling
for the users connected to multiple CCs. As described in the 3GPP specifications
for NR [12], the inter-CC scheduling in CA happens in the highest portion of
the MAC layer, which is interfaced with the different instances of RLC.∗ The
RLC periodically sends to the MAC layer a BSR, a report with information
about the occupancy of the different buffers (i.e., the size of the transmission and
retransmission queues). The MAC layer then uses the BSRs to schedule the radio
resources.

In this work, we propose to adapt the CA mechanism to achieve network slicing
at the RAN. As previously highlighted, most of the solutions that have been
introduced to perform slicing have been studied either to be deployed in the core
network or, when implemented at the RAN, are based on ad hoc scheduling at
the MAC layer with a single carrier. Conversely, the usage of CA, combined with
mmWaves, has several benefits over a solution with a single carrier.

First of all, it allows the aggregation of multiple carriers, so that the telecom
operators could use the available spectrum in a more flexible way. Additionally,
CA enables the possibility to provide isolation among the different slices by serv-
ing each one with a different carrier. Finally, it makes it possible to exploit macro
diversity, i.e., to allocate flows with different requirements in portions of the spec-
trum with distinct propagation characteristics. For example, a CC with a smaller
carrier frequency exhibits a lower pathloss, but, at the same time, may be more
constrained in terms of available bandwidth with respect to a CC at a higher
frequency. This provides a natural fit to serve URLLC flows in the lower CC,
as they could benefit from the improved propagation conditions but have limited
needs in terms of bandwidth, and the eMBB traffic in the higher portion of the
spectrum, trading reliability for a larger bandwidth. In our work, we follow this
principle by always scheduling URLLC flows in the CC with the lowest carrier
frequency.

In the proposed slicing framework, when a telecom operator needs to allocate

∗In 3GPP networks, each end-to-end data flow is mapped to a Data Radio Bearer (DRB),
which, in turn, corresponds to a specific pair of RLC and PDCP instances.
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a new RAN slice for an end-to-end flow with a certain QoS level, it first checks if
the base stations in the area where the slice should be served have CC available
to host the slice. If this is the case, it specifies at the MAC layer of each base
station the QoS requirements corresponding to the specific flow (e.g., whether
it is an URLLC or eMBB flow). These requirements are expressed through a
Quality Class Identifier (QCI), i.e., an indicator for the QoS of each end-to-end
flow standardized by the 3GPP [192], associated to the BSRs generated at the
RLC layer. Eventually, when the slice is operational, the MAC layer uses the
QCI of the BSRs to map it to the proper CC. For example, in Figure 5.1, RLC3
serves an eMBB slice, and its BSRs are forwarded to CC1. Conversely, RLC1 is
associated to an URLLC DRB, and will be scheduled on CC0. Notice that in this
work we do not focus on the admission problem, but rather on optimization of the
slice scheduling on the different CCs, as we will discuss in the next paragraphs.

5.3.2 Slice-aware Cross-Carrier Scheduling

As previously mentioned, CA enables, in principle, the orthogonal separation of
the URLLC and eMBB slices in different CCs. However, as we will highlight in
Section 5.4, this may lead to inefficiencies in the spectrum utilization, especially in
the case where the slices have heterogeneous requirements in terms of bandwidth.
In particular, even if the CC for the URLLC slices may be configured with a
smaller bandwidth, the datarate difference between eMBB and URLLC flows, if
not properly handled, can lead to the exhaustion of the available capacity in the
eMBB slice, with idle resources in the CC for URLLC.

Therefore, as part of the proposed RAN slicing framework, we introduce Mil-
liSlice, a cross-carrier scheduling component whose purpose is to improve the
efficiency of the slicing process while avoiding detrimental effects on the QoS of
the URLLC slices. Referring to Figure 5.1, this component is deployed in the CC
manager, thus it does not require any modification in the per-carrier scheduling
algorithm that the operator selects for each CC.

The slicing framework associates each slice to a primary carrier component,
following the strategy described in the previous section, and, additionally, to one
or more secondary CCs, in which the slice has a lower priority with respect to the
slices that use these CCs as primary. The slices that have a low priority on a CC
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Fig. 5.2: Flow-chart of the BSR scheduling logic

will be served in that CC only if the flows that use it as primary will not occupy all
the available resources. This makes the cross-carrier slicing mechanism adaptive
to the load of each slice. Specifically, in the aforementioned case of URLLC and
eMBB sources, the proposed method distributes the data across the CCs with
the following criteria. The eMBB traffic shall be partially redirected towards
its secondary CC if and only if the URLLC buffers (which consider this CC as
primary) contain less data to transmit than a pre-determined threshold ReMBB; a
similar principle applies to the eMBB slices.

The process is based on an adaptive forwarding of the BSRs to the different
CCs, as depicted in the flow chart of Figure 5.2. Notably, the component car-
rier manager, i.e., the entity in charge of splitting the traffic among the different
carriers, tracks the buffer occupancy of the RLC layers with a sliding window
mechanism. Then, once the RLC sends a BSR to the MAC, the CC manager
checks the associated QCI and, if the buffer occupancy of the secondary car-
rier is above the predefined threshold, the BSR is forwarded to the primary CC
only. Otherwise, the BSR is split across the primary and secondary CCs. The
pseudocode in Alg. 5.1 extends this procedure for a generic number of secondary
carrier components.
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Algorithm 5.1 Cross-carrier scheduler implemented in the proposed RAN slicing
framework.
Input: The incoming BSRs BSR, the BufferOccupancyMap at the CC manager,

QciCcMap, associating QCIs to their primary carrier, and the set of thresholds
R for each QCI

Output: ChoosenCCs, a map associating CCs and respective BSRs
1: Compute the aggregated RLC buffer occupancy (new packets + retransmis-

sions), store it in RlcLoads
2: Consider qci, the QCI associated with the BSR BSR of a specific flow
3: if Qci ∈ QciCcMap
4: Add the primary CC to the list of available ones
5: ChoosenCCs[ QciCcMap[cci] ] ← BSR
6: Check whether the RLC buffers of the various different slices contain less

data than a given threshold, if so add them
7: for all entry ∈ RlcLoads
8: oQci ← QCI associated with entry
9: if qci ̸= oQci and RlcLoads[ oQci ] < RoQci

10: ChoosenCCs[ QciCcMap[oQci] ] ← BSR
11: for all cc ∈ ChoosenCCs
12: ChoosenCCs[cc] → BSR.TxQueueSize = BSR.TxQueueSize /

size(ChoosenCCs)
return ChoosenCCs

Furthermore, we choose the carrier operating at lower frequency to be the
primary for the URLLC flow, and to set the threshold ReMBB = 0, so that the
URLLC traffic is never redistributed across the CCs (i.e., it will be served only by
its primary CC). This is due to the fact that URLLC packets would experience a
lower average SINR on secondary carriers, as the primary is chosen to be the one
with the lowest carrier frequency and, additionally, they would be handled with
low priority in secondary CCs, thus impacting latency and reliability. Conversely,
for the eMBB traffic, we set RURLLC = 1 packet, so that these slices can be served
by the secondary CC when the URLLC RLC buffers are empty.

5.4 Performance analysis

This section will provide insights on the performance that can be achieved using
the proposed RAN slicing framework. The performance analysis has been car-
ried out using simulations with the open-source network simulator ns-3, which al-
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Fig. 5.3: Simulation scenario, with UEs randomly moving in a circle with radius r around a gNB.

lowed us to accurately analyze the end-to-end performance of the proposed slicing
framework. Specifically, the simulations are based on the ns-3 mmWave module
introduced in [46], which features the 3GPP channel model for mmWaves [123],
to stochastically characterize propagation loss, fading, beamforming and interfer-
ence in the wirless domain, a 3GPP-like protocol stack for gNBs and UEs, and,
thanks to the integration with ns-3, the possibility of simulating different mobility
patterns and the TCP/IP protocol stack.

To implement the slicing framework proposed in this work, we consider the
implementation of CA for the ns-3 mmWave module described in [42]. The CC
manager that behaves according to the policies described in Section 5.2.1 is an
extension of the MmWaveNoOpComponentCarrierManager class, which adaptively
forwards the BSRs from the RLC instances to the MACs of the various CCs.
Additionally, we implemented a complete simulation script that can be used to
instantiate slicing scenarios and compare different network configuration. The
open-source code base associated to this work is publicly available,† so that re-
searchers interested in the area of RAN slicing can use it to further extend this
work.

†github.com/signetlabdei/millislice
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5.4.1 Simulation Scenario and Parameters

We consider a scenario that models the coverage area of a cell in an urban, densely
populated area. As represented in Figure 5.3, the simulation scenario consists of
a single cell of radius 200 m, with one gNB at the center and NU users that are
uniformly dropped and move with random speed between 1 and 10 m/s. A remote
host connected to the Internet holds eMBB and URLLC applications, modeled
as UDP sources with different data rates, each generating downlink traffic for a
specific user. The system operates at 28 GHz with a total bandwidth of 500 MHz.
In case CA is used, an additional carrier component operating at 10 GHz is
added and the overall bandwidth is divided among the two carriers according to
the parameter ccratio, which defines the ratio between the bandwidth dedicated
to CC0 and that of CC1, e.g., when ccratio = 0.5, each CC is configured with a
bandwidth of 250 MHz. In our solution, CC0 will act as preferred carrier for the
eMBB slice, while CC1 will be dedicated to URLLC flows. Finally, as previously
mentioned, for this simulation campaign we set ReMBB = 0 and RURLLC = 1. With
this configuration, URLLC data is never sent to the eMBB CC, while eMBB slices
can be served by their secondary CC only if the RLC buffers corresponding to
the URLLC slice are empty. For a more exhaustive list of simulation parameters,
please refer to Table 5.1.

5.4.2 Network Configurations and Metrics

We consider two different baselines to benchmark the performance of the proposed
slicing framework. The first (“no CA” in the plots) is a setup without CA and
slicing, i.e., with a single carrier with the total system bandwidth B. The second
(“CA, primary only” in the plots), instead, is a solution with slicing and CA, but
without the adaptive cross-carrier scheduling, i.e., in which each slice has only a
primary CC and cannot use the secondary CC.

We evaluated the performance of the proposed framework by analyzing the
average end-to-end delay, aggregated throughput and packet loss ratio achieved
at the application layer for both the eMBB and URLLC data flows. Moreover, to
evaluate the per-carrier efficiency in terms of resource utilization, we defined the
metric ηCCi

, which represents the portion of the consumed resources with respect
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Table 5.1: Simulation parameters

Parameter Value

Total System Bandwidth B 500 MHz
CC0 center frequency f0 28 GHz
CC1 center frequency f1 10 GHz
eMBB primary CC CC0

URLLC primary CC CC1

RLC Mode Acknowledged
BSR timer 1 ms
ccratio 0.5
Number of URLLC UEs 10

Number of eMBB UEs 10

eMBB source rate [80, 100, 120, 140, 160] Mbit/s
URLLC source rate [1, 1.5, 2] Mbit/s
Radius r 200 m
UE speed U [1, 10] m/s
RURLLC 1 packet
ReMBB 0

of the total available:

ηCCi
=

txsym[CCi]

tsym · fframe · fsubframe · fsym
× BCCi

B
(5.1)

where txsym[CCi] is the total amount of OFDM symbols transmitted through CCi,
tsym is the simulation time in seconds, fframe is the number of frames in a second,
fsubframe is the number of subframes within a frame, and fsym is the number of the
OFDM symbols which can be transmitted in a subframe. Moreover, the weight
BCCi

/B represents the portion of system bandwidth dedicated to CCi, and is
applied to achieve a normalized result.
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(b) Average eMBB throughput.
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Fig. 5.4: Per-user performance metrics achieved for different values of the eMBB source rate; the
URLLC data-rate is fixed at 1.0 Mbit/s.
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Fig. 5.5: Evaluation of the resource utilization versus different values of eMBB source rate and
with URLLC data-rate fixed at 1.0 Mbit/s. The darker portions of the bars represent ηCC0

, the
lighter represent ηCC1 .

5.4.3 Results

In Figure 5.4, we compared the performance achieved by the three strategies over
different values of the eMBB source rate. Although all the solutions are able to
guarantee a reliable delivery of the URLLC traffic, it can be noticed that the
introduction of RAN slicing by means of carrier aggregation is beneficial for the
delay: indeed, both the primary only and MilliSlice solutions show lower URLLC
delay compared with the standard approach. In particular, the lowest delay is rea-
sonably achieved when the two flows are completely isolated, because the usage
of dedicated carriers allows URLLC transmissions to be independently scheduled,
without incurring additional delay due to the presence of other eMBB packets
in the queue. Moreover, the possibility to employ a carrier operating at a lower
frequency ensures a more reliable data delivery, making it possible to achieve
the correct reception of each packet with a smaller number of MAC and RLC
layer retransmissions, thus reducing the delay. However, the advantage that the
complete isolation provides for URLLC traffic comes at the price of sacrificing
the QoS experienced by the eMBB slice, which exhibits lower throughput (Fig-
ure 5.4b) and higher packet loss compared with the other solutions (Figure 5.4c).
In this case, the carrier component dedicated to the eMBB flow does not provide

144



enough resources to satisfy the offered traffic and becomes saturated. Instead,
MilliSlice is able to achieve the best performance for the eMBB services while
minimizing the URLLC delay with respect to standard systems, and thus repre-
sents a viable solution to achieve network slicing at the RAN level. Thanks to an
elastic scheduling algorithm, our solution is able to efficiently exploit the avail-
able resources by allowing the congested eMBB slice to use the carrier dedicated
to the URLLC flow when idle. This behavior is confirmed by Figure 5.5, which
represents the resource utilization achieved by the three different approaches, pos-
sibly showing the portion used by either CC0 (darker) or CC1 (lighter) when CA
is employed. It can be seen that with MilliSlice more than 80% of the system
resources are exploited and the load is equally distributed among the two carriers.
In contrast, with the primary only approach the carrier dedicated to URLLC is
poorly utilized and about 45% of the available resources are wasted. Moreover,
the more agile link adaptation provided by CA [42] enables MilliSlice to achieve
a higher performance gain with respect to the single carrier approach, even using
a smaller amount of resources.

If, on the other hand, we analyze the effectiveness of MilliSlice across different
URLLC source data-rates, we can recognize a similar general trend of the vari-
ous metrics: in Figure 5.6 our solution exhibits a higher throughput and lower
packet loss for the eMBB flow compared with the other solutions, coupled with
a reduction of the URLLC delay with respect to the single carrier approach.

However, by observing Figures 5.6b and 5.6c, it can be noticed that the gain
introduced by MilliSlice decreases when increasing the rate of the URLLC sources.
This phenomenon can be interpreted as follows: as the amount of URLLC traffic
increases, the BSR arrival occurrences indicating that the respective RLC buffers
as empty significantly decrease; in turn, given our threshold choices, this results
in a reduction of the scheduling instances implementing a redistribution of the
traffic across the different CCs, hence the inability to sustain the eMBB demands.
Nevertheless, we deem possible to significantly enhance the effectiveness of our CC
usage policy by coupling such strategy with an ad hoc, slicing-oriented, MAC layer
scheduling, as such choice would enable different and specifically more aggressive
BSR redistribution strategies by the component carrier manager.

To evaluate the robustness of the proposed scheduling algorithm to possible
scenario variations, we analyzed the system behavior by varying the number of
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(b) Average eMBB throughput.
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Fig. 5.6: Per-user performance metrics achieved for different values of URLLC source rate; the
eMBB data-rate is fixed at 100 Mbit/s.
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Fig. 5.7: Average URLLC delay versus aggregated eMBB throughput.

users. The results are shown in Figure 5.7, in which each point represents the
achieved performance in terms of average URLLC delay and aggregated eMBB
throughput when considering a certain amount of users. One one hand, in the
single carrier case, the lack of any slicing strategy makes the URLLC performance
susceptible to the increase of the number of eMBB sources. On the other, the
static carrier assignment isolates the two traffic types onto their favored carrier
and lacks any degree of adaptability to the offered eMBB traffic. Intead, MilliS-
lice manages to scale well and sustain different amounts of eMBB sources while
keeping the URLLC delay under 2 ms.

Finally, in Figure 5.8a we can observe how our proposed solution shows poor
adaptation capabilities with respect to a variation of the ccratio: as one of the
carriers starts to gain possession of most of the bandwidth, the simplicity of our
traffic redistribution strategy, coupled with the lack of ad hoc MAC layer schedul-
ing solutions, starts to show some limitations, even though it still outperforms
the other solutions. In particular, such loss in the effectiveness of our policy is
driven by a sub-optimal exploitation of the system bandwidth: as depicted by
Figure 5.8b, the CC whose dedicated resources are lower tends to be backlogged,
while the other one does not absorb as much traffic as it would be capable.
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Fig. 5.8: Evaluation of the system behavior when changing distribution of the system bandwidth
among the carrier components by means of the parameter ccratio. The URLLC sources rate is

fixed to 1.0 Mbit/s, while the eMBB sources rate is fixed to 140 Mbit/s.

5.5 Conclusions and Future Work

The variety of services that 5G networks will have to support requires both the
exploitation of previously unexplored portions of the spectrum (i.e., the mmWave
frequencies) and of additional flexibility in the RAN configuration. In this chap-
ter, we proposed to combine two enablers of 5G networks, i.e., network slicing and
carrier aggregation, to support in the same radio interface simultaneous transmis-
sion of URLLC and eMBB traffic flows. Specifically, we proposed a simple but
effective policy for the distribution of the various traffic flows among different
slices, mapped across multiple carrier components, also exploiting the diversity
of the different frequency bands available at mmWaves. We implemented such
solution in the ns-3 mmWave module, and carried out an extensive simulation
campaign, benchmarking our solution with a number of metrics against two differ-
ent baseline policies. The promising results and the effectiveness of the proposed
solution showed that network slicing through carrier aggregation, especially when
coupled with an adaptive cross-carrier scheduling, can sustain heterogeneous 5G
requirements.
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Future work will focus on more refined solutions, aimed at improving the op-
erations of the schedulers that operate at the carrier component level, to make
them aware of the kind of traffic flow they need to support, and to integrate more
advanced policies in the proposed slicing framework.
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6
Towards Millimeter Wave Vehicular

Networks

6.1 Introduction

The rapid evolution towards 5G wireless networks will accelerate the adoption of
solutions for Connected Intelligent Transportation Systems (C-ITSs) to deliver
improved traffic safety and efficiency through autonomous driving [193]. These
systems, whose market estimates are in the order of 7 trillions USD, promise
to make the number of road accidents drop by as much as 90%, while carbon
emissions will reduce by more than 60%. The hands-free driving environment
of C-ITSs can also reduce drivers’ stress and tedium, as well as increase their
productivity. C-ITSs could save over 2.7 billion unproductive hours annually in
the US in work commutes, according to some estimates [194].

When fully commercialized, C-ITSs will support several use cases whose re-
quirements will likely exceed the capacity of current communication technologies
for vehicular networks [195, 196]. For example, for cooperative perception services,
where vehicles exchange processed sensor data to improve the coverage and ac-
curacy of environmental perceptions, the data rate requirements can reach up to
approximately 1 Gbps for high-quality uncompressed images. For advanced safety
applications, instead, latency must be very small (i.e., less than 100 ms for high
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degree of automation) to ensure prompt reactions to unpredictable events [197].
The potential of Connected Autonomous Vehicles (CAVs) will be fully un-

leashed through V2X wireless communications, providing connectivity to and
from cellular base stations (V2I) and among vehicles (V2V). Today, the two key
access technologies that enable V2X communications are IEEE 802.11p and 3GPP
Cellular-V2X (C-V2X) that, however, fall short of fulfilling the foreseen extreme
traffic demands (e.g., in terms of very high throughput, ultra low latency and
ultra high reliability) of future vehicular services.

In this regard, different standardization activities are currently being promoted
by the IEEE and the 3GPP, with the 802.11bd [198] and NR V2X [199] speci-
fications, respectively, to overcome the limitations of current technology. Both
standards aim at boosting the wireless capacity by encompassing the possibility
of using, besides traditional sub-6 GHz frequencies (that may support only ba-
sic safety services), the lower part of the mmWave spectrum, which features the
availability of large chunks of untapped bandwidth. This would enable data rates
in the order of hundreds of megabits per second [70] to support more advanced
use cases (from semi- or fully-automated driving to cooperative perception), and
improve over 3GPP C-V2X and IEEE 802.11p, which can reach – at most – a
few tens of megabits per second [200]. Additionally, the unique characteristics
of the mmWave signal, including the channel sparsity and the high temporal and
angular resolution, may be used for very accurate positioning of vehicles, a critical
requirement for most future vehicular services [201]. However, communication at
mmWaves introduces serious challenges for the whole protocol stack and requires
the maintenance of directional transmissions [200], due to severe path and pene-
tration losses: even though IEEE and 3GPP research activities are in their initial
stages, adequate discussion on whether (and how) standardization proposals will
be able to overcome such limitations is still missing.

In this chapter, we discuss how mmWave operations can be efficiently integrated
in IEEE 802.11bd and 3GPP NR V2X systems. Specifically, we focus on the V2V
component of these specifications, and, unlike existing literature reviewing vehic-
ular standard developments, e.g., [202], we shed light on potential shortcomings
that future releases need to overcome to fully enable V2V operations at mmWaves.
We focus on PHY, MAC, and higher-layer design challenges, including the issues
related to channel estimation, synchronization, mobility management, resource
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Fig. 6.1: Common characteristics and differences of the different V2V specifications.

allocation and congestion and flow control. Besides stimulating further research
towards mmWave-compliant IEEE/3GPP specifications, we validate mmWave so-
lutions in view of the strict requirements of future vehicular systems, a research
challenge that is still largely unexplored. To this aim, we introduce MilliCar,
a novel full-stack simulator for NR-V2X-compliant V2V networks operating at
mmWave frequencies. Moreover, we present the results of a performance evalua-
tion carried out using MilliCar, which shows that mmWave communications can
be efficiently exploited in vehicular scenarios but within a limited range.

The rest of the chapter is organized as follows. In Section 6.2, we describe
the ongoing standardization efforts for next-generation vehicular networks which
foresee the support of mmWave communications. In Section 6.3, we discuss about
the open challenges related to high-frequency operations considering the whole
protocol stack. We introduce MilliCar in Section 6.4, while present our end-to-
end performance evaluation and discuss the results in Section 6.5. Finally, we
conclude the chapter in Section 6.6.

6.2 V2V Standardization Activities

The Institute of Electrical and Electronics Engineers (IEEE) and the 3GPP
are standardizing next-generation networks for vehicular applications with IEEE
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802.11bd and 3GPP NR V2X. They are designed to safely coexist with previous
generations of the same technology (i.e., 802.11p and C-V2X, respectively) in
the same deployment [202], are based on OFDM, with an adaptive physical layer
design, and can use both sub-6 GHz and mmWave bands with contention-based
schemes, as highlighted in Figure 6.1. Nonetheless, they also present some distinct
characteristics, which are inherited from the different original designs of 3GPP
and IEEE networks. NR V2X uses a sidelink for V2V operations, which could
also be scheduled, while 802.11bd is based on the 802.11 Enhanced Distribution
Channel Access (EDCA). Other differences, related to the specific physical layer
and signaling configurations, will be discussed in the following paragraphs.

6.2.1 IEEE 802.11bd

In March 2018, the IEEE formed the 802.11 Next Generation V2X (NGV) Study
Group, to improve the 802.11 MAC and PHY layers for V2X communications.
The current V2X IEEE specifications, i.e., Wireless Access in Vehicular Envi-
ronments (WAVE), with 802.11p for the PHY and MAC layers, is derived from
802.11a - 2009, and is no longer able to guarantee the present and future needs
of vehicular applications.

The new amendment (commonly known as 802.11bd) targets communications
at 5.9 GHz and, optionally, in the spectrum from 57 GHz to 71 GHz. NGV re-
ceivers must be able to interpret also 802.11p messages, while transmitters have to
guarantee coexistence and backward compatibility between 802.11p and 802.11bd.
802.11bd reduces the End-to-End (E2E) latency, increases the throughput and
the communication range (up to twice those yielded by 802.11p), and doubles the
relative speed between vehicles (i.e., up to 500 km/h). To meet these require-
ments, 802.11bd foresees:

• the usage of Low-density Parity Check Code (LDPC) codes with midambles,
i.e., specific portions of a frame in between OFDM data symbols that im-
prove the channel estimation in fast varying channels [203];

• flexible sub-carrier spacing, with up to 40 MHz channel bandwidth.

No specifications for mmWaves have been released yet by the IEEE, except for
a proposal to upgrade part of the PHY and lower MAC layers to those designed
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for 11ad/11ay high data rate scenarios [204], although these standards have been
designed to target indoor communications. Therefore, there is an ongoing dis-
cussion on how to address the specific challenges of this frequency range, with
preliminary studies based on 802.11ad/ay.

6.2.2 NR V2X

The 3GPP has specified in Study Items for Releases 15 and 16 that C-V2X (de-
fined specifically for LTE in Release 14, but with a forward compatible design)
will be extended into NR V2X, enabling next generation use cases such as vehi-
cle platooning and advanced and remote driving, and high-data-rate sensor data
transmissions.

The novelties investigated by the 3GPP are:

• direct measurement of the Sidelink (SL) channel, or decoding of Physical
Sidelink Control Channel (PSCCH) transmissions, to identify occupied SL
resources;

• multiplexing of different logical channels [199], along with the definition
of the resource allocation modes 1, where the base station schedules the
resources, and 2, which lets the UE autonomously select the sidelink trans-
mission resources. Mode 2 is the more likely candidate for an initial de-
ployment of NR V2X, given that mode 1 would require cellular network
operators to upgrade their base stations to the NR V2X specifications, with
increased deployment and management costs;

• support of mini-slot scheduling, i.e., the possibility to immediately schedule
a transmission in just a portion of the 14 OFDM symbols specified for an
NR slot, for latency-critical services;

• improvement of the localization accuracy of vehicles, leveraging the addi-
tional spatial and angular degrees of freedom provided by operations at
mmWaves and the utilization of large antenna arrays;

With respect to the PHY layer numerology, no specifications have been released
yet; the assumption has been to use a flexible numerology as described in 3GPP
Release 15, with sub-carrier spacings of 60 and 120 KHz in Frequency Range
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2 (FR2), i.e., between 24.25 and 52.6 GHz. Many other features are derived
from NR. Moreover, no further specifications have been provided about resource
allocation and channel sensing at mmWaves. Channel access schemes have not
yet been specified for Release 16 and, due to lack of time until the end of the
current release, NR V2X SL enhancements will be discussed from Release 17
on. As of December 2019, 3GPP Release 17 NR V2X activities include (i) SL
evaluation methodology updates; (ii) low-power low-latency resource allocation
enhancement, especially for mode 2; (iii) SL discontinuous reception options for
broadcast, groupcast, and unicast; and (iv) support of new SL frequency bands
for single-carrier operations, including FR2-specific enhancements [205]. Finally,
a channel model for V2X communication in the sub-6 GHz band (FR1) and at
mmWaves (FR2) is described in [66].

6.3 V2V Operations at MmWaves: Open Challenges

As introduced in Section 6.1, V2V standardization is moving full pace ahead,
and will need to address the challenges introduced in the whole protocol stack
by mmWave frequencies. The following subsections and Table 6.1 discuss open
issues and research directions.

6.3.1 PHY Layer Challenges

Numerology design Both 802.11bd and NR V2X RATs support a flexible
PHY frame structure, to address different QoS requirements. A longer symbol
duration (i.e., a smaller subcarrier spacing) reduces the impact of noise, but may
also suffer from sudden channel variations [24], making mmWave V2V communi-
cations more challenging. As a consequence, the NR V2X frame structure can be
configured in a self-contained fashion, i.e., different sub-frames can be associated
to a different numerology. In this way, it is possible to arrange a shorter symbol
duration to support high-data-rate low-latency applications (e.g., for cooperative
perception and/or remote driving services), while a lower subcarrier spacing can
be reserved for narrowband communications to exchange basic safety information.

Multiple antenna arrays mmWave networks must establish directional
transmissions to sustain an acceptable communication quality with beamform-
ing. This is achieved using high-dimensional phased arrays, possibly placed in
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distributed locations [24]. Distributed antennas improve the spectral efficiency
by exploiting spatial diversity, thereby resulting in less correlated channels, but
raise synchronization issues and require the design of efficient transmit power
allocation and resource management mechanisms [206]. In these regards, zero-
forcing and intra-block diagonalization schemes offer a good trade-off between
capacity and system complexity considering power constraints, even though more
advanced studies are needed before distributed antenna solutions can be applied
to vehicular networks.

Joint radar and communication The use of mmWaves in a vehicular con-
text is not new, with automotive radars operating in the 77 GHz spectrum. Dual-
functional stacks integrating radar and V2V communications have already been
investigated in the literature [207], but not combined yet in V2V specifications.
Spectrum isolation or interference mitigation schemes typically enable their coex-
istence, but a better performance would be achieved by multiplexing both sensing
and data on the same waveform, thereby improving resource utilization while re-
ducing hardware cost and size.

Broad/multi/groupcast communication Directionality may preclude broad-
cast communications at mmWaves, if different directions cannot be used simul-
taneously (as in analog beamforming). On the other hand, transceivers with
hybrid and digital technologies can beamform towards as many directions as
the number of radio-frequency chains in the phased array, thereby achieving
broad/multi/groupcast communications. Such architectures, however, are cur-
rently limited by hardware design and suffer from high energy consumption and
computational complexity, which is critical considering the limited on-board re-
sources of budget car models. To be energy efficient, digital/hybrid beamformers
will need to use appropriate precoding techniques as well as converters with one
or few bits of resolution. Discontinuous reception (DRX) modes, which enable
receiving vehicles to temporarily disable their radio-frequency front end, can of-
fer significant power savings when the traffic is intermittent, as in the case of
vehicular scenarios [208].
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Channel estimation Tracking the channel quality in multiple spatial direc-
tions will increase the channel estimation overhead at mmWaves. This is par-
ticularly challenging in V2V applications, where the channel varies quickly over
time, and the initial estimate may rapidly become obsolete. Even though IEEE
802.11bd foresees the use of midambles [203] to handle channel variations, beam-
formed mmWave transmissions require specifically tailored channel estimation
and precoding techniques. Furthermore, the exchange of channel state informa-
tion (e.g., through the new Physical Sidelink Feedback Channel (PSFCH) in NR
V2X) needs to be timely, to avoid the feedback of stale information in scenarios
with a highly variable channel (e.g., because of the increased Doppler effect at
mmWaves) [200].

Synchronization IEEE 802.11bd and 3GPP NR V2X mode 2 (a) specifica-
tions support autonomous sidelink operations without base stations [198, 199].
In this case, vehicles should maintain or acquire time and frequency synchroniza-
tion with other users. To this end, synchronization signals can be exchanged in
pre-defined resource pools, even though the directional nature of the communica-
tion at mmWaves may slow down the rate at which such information is acquired,
thereby compromising robust synchronization.

6.3.2 MAC Layer Challenges

The issues that mmWaves introduce at the MAC layer in V2V scenarios stem
from the lack of omnidirectional sensing and signaling, due to beamformed com-
munications. Beamforming, indeed, introduces deafness to vehicles which are not
beam-aligned, and complicates the design of channel access and neighbor discov-
ery schemes. Moreover, these challenges add to those typical of the MAC layer
in vehicular ad hoc scenarios.

Vehicle discovery and mobility management Directionality complicates
an efficient and quick discovery of neighboring vehicles [200]. In the Vehicle-to-
Network (V2N) context, the base stations have fixed locations. In V2V scenarios,
instead, both endpoints move and could be within reach for just a few seconds.
Therefore, 802.11bd and NR V2X signaling schemes should allow the vehicles to
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discover each other quickly, even when considering mmWave directional transmis-
sions, and rapidly adapt the communication endpoint in highly mobile environ-
ments. Moreover, the volatility of the connection caused by the mmWave channel
and by the mobility of vehicles makes retransmissions more complex. MmWave
systems can hence leverage automotive sensors, including Light Detection and
Rangings (LiDARs) and videocameras, that gather information about the envi-
ronment and classify surrounding objects: acquisitions from these sensors can
then be used to reduce the overhead associated with link configuration and beam
management, since, for example, the transmitter can detect the position of the
receiver and estimate the optimal direction of communication.

Channel access and resource allocation As mentioned in Section 6.2,
the 3GPP will likely introduce contention-based channel access in NR V2X (i.e.,
with the aforementioned mode 2), as in IEEE 802.11bd. When both specifica-
tions will be extended to mmWaves, they will need to cope with the interaction
between directionality and the channel sensing schemes. The classic Carrier Sense
Multiple Access (CSMA) strategies, prone to the hidden node problem even in
sub-6 GHz bands, suffer from increased deafness at mmWaves. Moreover, con-
tention avoidance messages, which broadcast the intent to occupy the channel,
may not be received by every vehicle. While this issue can be partially alleviated
by scheduling transmissions based on the congestion level, more accurate solu-
tions will be discussed in the standards groups [202]. Finally, the high mobility
of the nodes may introduce unforeseen collisions (e.g., when a transmitting vehicle
changes path) but also free up channel resources (e.g., when a vehicle moves out-
side the communication area). Therefore, the design of efficient uncoordinated
channel access procedures in dynamic vehicular scenarios at mmWaves is even
more challenging than in WLAN systems. Notice that the highly-volatile nature
of the mmWave channel in the vehicular scenario may create a larger response
time for the Adaptive Modulation and Coding (AMC) scheme loop at the MAC
layer, hence requiring a margin to compensate for the possible outdated CQI: this
may lead to a suboptimal use of the transmission capacity.

Interference management Directional communications at mmWaves can
isolate the users, reducing the interference and leading the network towards a
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noise-limited regime [24]. Nevertheless, the degree of isolation depends on the
density of vehicles and the level of spatial multipath, and interference may not
be negligible in some deployments. In these scenarios, interference management
schemes may help improve the network capacity by scheduling transmissions to
minimize the interference. For example, the infrastructure-based and ad hoc de-
ployments can be mixed to allow the network and the vehicles to coordinate and
decide which resources should be blanked to avoid interference with V2V com-
munications. For the out-of-coverage case (supported by both 802.11bd and NR
V2X), instead, vehicles autonomously determine sidelink transmission resources,
thus further complicating interference management.

6.3.3 Higher Layer Challenges

Multi-RAT support In next-generation V2V networks, different technologies
will coexist in the same vehicle and deployment, using the same or different fre-
quency bands. For example, multi-connectivity techniques, that combine sub-6
GHz and mmWave bands, could provide additional robustness to V2V operations.
The different RATs from the 3GPP and IEEE should therefore be aware of each
other, possibly with a user-plane integration at some layer. This integration can
be exploited to efficiently disseminate the information over the different RATs,
to combine the benefits of complementary technologies, and make up for the
limitations of a mmWave standalone system.

Multi-hop communications and routing Multi-hop relaying schemes can
extend the limited mmWave range for V2V. In particular, far-away vehicles may
be interested in communicating through other vehicles that act as relays. V2V
network operations will have to cope with efficient routing and successful deliv-
ery of packets in networks with highly volatile links, exacerbating the issues that
traditionally affect vehicular ad hoc networks [209]. While routing is generally
performed at the network layer, for such challenging scenarios a cooperation with
the 3GPP and IEEE stacks could enable faster routing updates, based on contin-
uous and prompt refresh of the links available as next hops.

Congestion and flow control Communication in V2V scenarios will be
mostly bursty and among two peer vehicles, exploiting a massive amount of band-
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width in the mmWave bands. For such short flows, TCP may not be needed, and
could actually worsen the performance. The congestion window growth could
indeed throttle the rate available at the application layer. With multi-hop com-
munications and longer flows, instead, congestion control is needed. In this case,
however, the available congestion control algorithms may suffer from the sub-
optimal interaction between the channel variability and the rate estimation at
the transport layer, with consequent high latency and low resource utilization.
Cross-layer solutions, in which the transport protocol is aware of the actual per-
formance of the wireless RAT, would allow higher layers to quickly adapt and use
the optimal operating mode for single- and multi-hop scenarios. Finally, another
challenge is how to provide reliability at the transport layer, e.g., through retrans-
missions, network coding or other Forward Error Correction (FEC) schemes.

6.3.4 Modeling Challenges

Accurate channel and protocol stack modeling at mmWaves is an essential step
towards proper vehicular protocol design and performance characterization. The
3GPP has specified how to characterize mmWave propagation for NR V2X in [66],
without, however, investigating second order statistics (e.g., spatio-temporal cor-
relation). This prevents the applicability of existing models to dynamic environ-
ments. Additionally, the effect of the correlation among signals in a multipath
environment, e.g., the role played by reflections from adjacent vehicles, is cur-
rently underestimated. The impact of Doppler and fading, which is critical at
high frequencies, has also not yet been numerically characterized. In this sense,
new measurements and the usage of ray tracing techniques could provide further
insights on the performance of V2V communications at mmWaves, together with
full-stack simulations [70] and real-world experiments.
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6.4 End-to-end Simulation of mmWave NR V2X Networks

The research community has started proposing solutions to improve the perfor-
mance of V2V communications at mmWaves [210, 211]. As of today, the lack of
testbeds for mmWave V2V scenarios makes simulation the preferred means for
the performance evaluation of novel networking designs. However, to the best
of our knowledge, an open-source, publicly available network simulator that inte-
grates mmWaves and V2V scenarios is not currently available: simulation tools
for mmWaves, indeed, only support fixed infrastructure scenarios [46, 47], while
simulators for ad-hoc communications (e.g., Device-to-Device (D2D)) only model
sub-6 GHz frequencies [212].

In this section, we introduce MilliCar, an open-source ns-3 module for V2V
mmWave networks∗. The module introduces a characterization of sidelink PHY
and MAC layers that follow the 3GPP numerologies for NR V2X [199], and en-
ables the study and development of beamforming, link adaptation and medium
access techniques for mmWave V2V in end-to-end, full-stack simulations. Addi-
tionally, the module features the 3GPP channel model introduced in [66], which
has been designed for vehicular simulations in urban and highway scenarios. Mil-
liCar integrates the LTE Service Access Point (SAP) to connect the MAC layer to
RLC and PDCP, and implements a new ns-3 NetDevice (i.e., MmWaveVehicular-
NetDevice) to take care of the integration with the TCP/IP stack of ns-3. Finally,
the module incorporates (i) a helper, that can be used to easily set up simula-
tions; (ii) unit tests, to guarantee that the module behaves as expected even
when adding new features; and (iii) several examples, to simulate scenarios with
a varying number of vehicles and different deployments.

MilliCar was developed as a standalone module (e.g., with respect to the other
ns-3 modules that support mmWaves [46, 47]), to separate the sidelink implemen-
tation from that of scheduled cellular protocol stacks. One of the design goals
of this module, indeed, is a lean implementation, and the possibility to extend it
with new features without having to deal with the complexity of protocol stacks
that have not been designed from the start to support a sidelink. Nonetheless, the
MilliCar module can still rely on the higher layers from the LTE module through
SAPs, to run end-to-end simulations with an NR-V2X-like protocol stack. We

∗Available at https://github.com/signetlabdei/millicar
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Fig. 6.2: General Overview of the MilliCar Module, with the Features Implemented at each Layer
of the Stack

believe that this constitutes a good tradeoff between integration with ns-3 and
flexibility to develop new components.

Our simulation module aims at providing researchers with the proper tool to
evaluate the effectiveness of novel solutions and overcome the challenges related
to V2V communications at mmWaves, such as those presented in Section 6.3.
The possible use cases include the perfomance evaluation of channel access and
beamforming schemes, resource scheduling algorithms, and solutions for multi-
hop forwarding and routing.

6.4.1 An ns-3 Module for NR V2X

In the following sections, we describe the main characteristics of the MilliCar
module for V2V networking. The general features of each component of the
module are depicted in Figure 6.2, while Figure 6.3 provides a simplified UML
diagram.

Notice that MilliCar is integrated with ns-3, and reuses a number of data
structures and classes (for example - to hold the configuration parameters of the
frame structure) from the NYU/UNIPD mmwave module for cellular communica-
tions [46].

Vehicular Channel Model Implementation

The accurate characterization of the channel behavior is paramount to obtain
reliable simulation results. Therefore, MilliCar implements the propagation and
fading models that the 3GPP suggests for V2V communications at mmWaves [213,
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66], by means of the APIs provided by the ns-3 spectrum and propagation
module and described in Section 2.2.2.

The model supports two different scenarios V2V-Urban, which emulates signal
propagation among vehicles in urban environments, and V2V-Highway, which
models highway scenarios. In particular, devices communicating through the
same wireless channel are attached to a single instance of SpectrumChannel
that accounts for the modeling of the propagation phenomena using the inter-
faces PropagationLossModel and SpectrumPropagationLossModel. The chan-
nel condition model is implemented by the classes ThreeGppV2vUrbanChannel-
ConditionModel and ThreeGppV2vHighwayChannelConditionModel, and sup-
ports three different channel states, i.e., LOS, NLOS, and NLOSv. Moreover,
the pathloss model is implemented by the classes ThreeGppV2vUrbanPropaga-
tionLossModel and ThreeGppV2vHighwayPropagationLossModel, which extend
the PropagationLossModel and interact with the channel condition model to re-
trieve the channel state. Finally, the fast fading model is implemented by the class
ThreeGppChannelModel, while the computation of the overall channel gain is han-
dled by ThreeGppSpectrumPropagationLossModel which extends the Spectrum-
PropagationLossModel interface. Readers interested in a detailed description of
the channel model may refer to Chapter 2.

Physical Layer

The MilliCar physical layer is composed of two classes, namely, MmWaveSidelink-
SpectrumPhy and MmWaveSidelinkPhy. MmWaveSidelinkSpectrumPhy extends
the abstract class SpectrumṖhy and acts as an interface between MmWaveVehicular-
NetDevice and SpectrumChannel. In fact, it handles the transmission and re-
ception operations through the methods StartTxDataFrames and StartRx. The
method StartTxDataFrames generates the signal to be transmitted over the chan-
nel, represented by the structure MmWaveSidelinkSpectrumSignalParameters.
Then, it forwards it to the SpectrumChannel instance by calling the method
SpectrumChannel::StartTx. Conversely, when a signal is received from Spectrum-
Channel, the method StartRx checks whether or not it can be decoded by apply-
ing an error model and, if so, forwards it to the upper layer. The error model that
is currently supported by our module is based on the one described in [46], which
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Fig. 6.4: Frame Structures Supported by MilliCar

derives the error probability taking as input the received SINR and the MCS used
to encode the signal. To compute the SINR, MmWaveSidelinkSpectrumPhy relies
on the classes mmWaveInterference and mmWaveChunkProcessor, of the mmwave
module [46]. Moreover, MmWaveSidelinkSpectrumPhy takes care of the periodic
generation of the CSI reported to the upper layers.

The class MmWaveSidelinkPhy is in charge of maintaining the system synchro-
nization, and of managing the physical channel used for the transmission and
reception of the transport blocks (our module currently supports the modeling of
Physical Sidelink Shared Channel (PSSCH) only). The frame structure used by
MilliCar is compliant with NR specifications, i.e., a frame of 10 ms is divided in
10 subframes, each containing a variable number of slots. Each slot is composed
of 14 OFDM symbols, whose duration depends on the selected numerology con-
figuration [16]. Following the proposal in [199], our module currently supports
NR numerologies 2 and 3, i.e., with 4 and 8 slots per subframe, respectively, cor-
responding to a Subcarrier Spacing (SCS) of 60 kHz or 120 kHz. Figure 6.4 shows
the implemented frame structure, where different colors represent different possi-
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ble allocation patterns. A transmission buffer is used to store the transport blocks
to be sent during the first available slot, together with information regarding the
MCS to use and the allocated OFDM symbols.

The method StartSlot marks the beginning of each slot and takes care of
transmitting the transport blocks stored in the buffer, by scheduling multiple calls
to the method StartTxDataFrames of MmWaveSidelinkSpectrumPhy. Moreover,
MmWaveSidelinkPhy takes care of forwarding the received transport blocks to
the upper layer and managing the beamforming operations to properly point the
beam towards the other end device (at this stage, perfect beam alignment is
assumed, and further refinements are left for future work).

MAC Layer

The MAC layer functionalities are implemented in the MmWaveSidelinkMac class,
which includes: (i) the management of the medium access, (ii) the scheduling
of the available resources, (iii) the support of transmission and reception over
multiple logical channels, and (iv) the link adaptation.

The 3GPP study item for NR V2X [199] considers both in-coverage (mode 1)
and out-of-coverage (mode 2) options for resource allocation. MilliCar natively
supports mode 2, which is the more likely to be implemented in an early deploy-
ment of NR V2X, given that mode 1 would require an update of base stations
following standard specifications [214, 199]. Also, mode 2 is of particular interest
for researchers since it poses several challenges that remain to be addressed. In
particular, MmWaveSidelinkMac implements a TDMA-based access scheme, where
different vehicles transmit in different slots, as generally assumed for directional
mmWave operations [46]. Similarly to mode 2c defined in [199], the MAC layer
is pre-configured with a fixed scheduling pattern, which determines how the slots
are assigned to the vehicles on a per-subframe basis. By default, each vehicle
can use a single slot per subframe, but this pattern can be customized using the
SetSfAllocationInfo method.

At the beginning of each slot, the MAC layer retrieves the scheduling pat-
tern and executes DoSlotIndication to decide whether to perform the transmit
or receive operation. In case the slot is intended for transmission, the method
ScheduleResources divides the available resources among the active logical chan-
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nels† and notifies the scheduling decision to the upper layers. Then, it builds the
transport block using the Service Data Units (SDUs) received from the higher
layers, which is then forwarded to the PHY layer by calling the method Add-
TransportBlock. To avoid the allocation of unnecessary resources, the buffers at
the upper layers are monitored through a periodic buffer status reporting proce-
dure. Such reports are used to decide the amount of resources to be reserved for
each logical channel. Conversely, if the slot is dedicated to another device, the
PHY layer is informed about a possible incoming reception by the MAC, which
then performs de-multiplexing operations to map the received packets onto the
proper logical channels.

Moreover, automatic link adaptation functionalities are provided based on CSI
reports received from the PHY. This mechanism is handled by the MmWaveAmc
class, which uses the last received CSI report to determine the optimal modulation
and coding scheme to be used for the transmission.

Integration with the Higher Layers

MilliCar also provides full integration with the higher layers of the protocol stack
ensuring, by means of SAP, high flexibility for future improvements of the stack
design. We attach to each MmWaveSidelinkMac object multiple instances of Lte-
Rlc, each connected to an LtePdcp object. Closing the gap, a specific class
implementing the SAP is used to connect the PDCP object to our ad hoc MmWave-
VehicularNetDevice, envisioning in this way a full bottom-up and top-down
integration. The instances of these layers for each end-to-end connection are
managed inside the MmWaveVehicularNetDevice class, which extends NetDevice
and implements all the virtual classes commonly used to set up the communication
to and from the TCP/IP stack.

In order for two nodes to communicate, a radio bearer must be set up. Once
a MmWaveVehicularNetDevice is associated to each node, the method MmWave-
VehicularNetDevice::ActivateBearer is executed on both communication end-
points. This function accepts as input an integer number representing the bearerID,
the RNTI of the destination (an integer number that differentiates distinct nodes
in the network) and the IP address of the pairing node. In particular, each

†A logical channel represents an end-to-end connection at the MAC and physical layers.
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bearerID must unequivocally identify a radio bearer, and cannot be shared
among different pairs of devices. The consistency of this assignment (along with
that of the RNTI) among different nodes is guaranteed in the helper’s configu-
ration method, which will be described in Section 6.4.1. At the MAC layer, a
bearer is mapped to a logical channel identifier, as defined by the 3GPP standard.
However, at this stage of development, logical channels and radio bearers have a
one-to-one correspondence.

The operations carried out by the ActivateBearer method are:

• the creation of a rule to classify packets generated from different sources,
using EpcTft::PacketFilter;

• the instantiation of an LteRlc object, which can be identified by the RNTI
of the destination node and the logical channel identifier. The RLC object
is then linked to the MAC layer instance associated to the node;

• the creation of an LtePdcp object, which has to be connected to the MmWave-
VehicularNetDevice and the RLC object created in the previous step.

After these steps, the RLC and PDCP objects are stored in a dedicated struc-
ture, i.e., SidelinkRadioBearerInfo, which is then identified with the univocal
bearerID and saved in the m_bearerToInfoMap variable. Currently, the version
of the RLC supported by this module is LteRlcUm, which provides segmentation
and concatenation but no retransmissions.

Once MmWaveVehicularNetDevice::Send receives a packet from the IP layer, it
accesses the m_tftClassifier variable to retrieve the bearerID that associates
the RNTI and the logical channel identifier to the packet, and stores them in
the TransmitPdcpSduParameters struct of LtePdcpSapProvider. This is then
forwarded to the PDCP. Conversely, in the reception phase, a packet is simply
sent from PDCP to the NetDevice, and from the NetDevice to the upper layers.

Helpers and Test Framework

The mmWave vehicular module is also equipped with helpers to allow the users
to easily set up the simulation, and unit tests to check basic functionalities of the
module and facilitate future class developments.
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Helpers The main helper is MmWaveVehicularHelper which (i) creates and
configures the objects for the channel computation; (ii) computes the parameters
for the frame structure, according to the selected 3GPP numerology; (iii) installs
the networking stack on the vehicles; and (iv) connects groups of vehicles that will
communicate together. The first operation is performed during initialization, and
relies on three StringValue attributes that configure the propagation loss model
(PropagationLossModel), the fading model (SpectrumPropagationLossModel),
and the propagation delay model (PropagationDelayModel). A typical configu-
ration would include the propagation and fading classes described in Section 6.4.1,
without a delay model, as this is included in the spectrum model. However, the
user can change and select different options (e.g., a simple Friis propagation loss)
and combine also a delay model. The Numerology attribute, which is linked to
the SetNumerology method, accepts 2 or 3 as integer value, to select among the
two different numerologies currently foreseen for NR V2X.

The method InstallMmWaveVehicularNetDevices accepts a container of Node
objects, and returns the NetDeviceContainer with the MmWaveVehicularNet-
Device objects. Additionally, for each vehicle, this method sets up the instances
of the PHY and MAC layers, configures the antenna at the vehicle and connects
it to the channel.

The MmWaveVehicularHelper also configures and connects to each device an-
other helper, called MmWaveVehicularTracesHelper, which, at runtime, gener-
ates a trace of the SINR and MCS for each transmitted packet.

Finally, PairDevices configures a bearer and connects, pair by pair, all the
devices in a container of NetDevices passed as input argument. This makes
it possible to create multiple groups of vehicles, with independent scheduling
patterns, that generate interference with concurrent transmissions. The vehicles
in the same group are all logically connected, thus packets could (in principle) be
exchanged among any pair of nodes.

Unit Tests The unit test suite contains four tests. MmWaveVehicularSidelink-
SpectrumPhyTestSuite has a test case that checks if the SNR computed by
MmWaveSidelinkSpectrumPhy for a single transmission is in line with the ex-
pected SNR (considering isotropic antennas and an ideal channel). Similarly,
MmWaveVehicularInterferenceTestSuite tests if the interference among two
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groups of vehicles is correctly computed. MmWaveVehicularRateTestCase, in-
stead, features vehicles equipped with a full protocol stack (with UDP at the
transport layer), and tests full buffer transmissions for different values of the
MCS (i.e., from 0 to 28), checking if there is a one-to-one correspondence be-
tween transmitted and received packets.
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6.5 Performance Evaluation of mmWave V2V Communications

In this section, we target the following two objectives. First, we validate the main
functionalities of the MilliCar module through an extensive simulation campaign.
Second, we investigate the impact of several system parameters on the end-to-end
network performance. More specifically, we examine the effect of the inter-vehicle
distance, the propagation scenario, the selected numerology, the MCS, and the
RLC reordering timer on two metrics, i.e., the average communication delay and
the Packet Reception Ratio (PRR), which are indicators of the robustness of
the connection. We believe that our performance analysis will help stimulate
more research on the design and evaluation of mmWave vehicular networks, as
well as guide standardization decisions towards the most promising architectural
configuration(s) for V2V deployments.

We developed two simulation scenarios, i.e., Scenario A, described in Sec-
tion 6.5.1, and Scenario B, described in Section 6.5.2. In particular, the former
has been designed to analyze the impact of different system parameters, namely
the MCS, the inter-vehicle distance, the RLC configuration, and the selected nu-
merology, on the end-to-end communication performance, and to compare the
system behavior in different propagation scenarios. The latter, instead, considers
the presence of multiple groups of vehicles travelling on the same road and sharing

Table 6.2: Simulation parameters.

Scenario A Scenario B
Distance {25, . . . , 500} m 40 m
Speed 20 m/s 20 m/s
Propagation scenario [Urban , Highway] Highway
Antenna size 4× 4 {1× 1, 2× 2, 4× 4}
Bandwidth 100 MHz 100 MHz
Carrier frequency 28 GHz 28 GHz
Numerology {2, 3} 3
MCS {0, 14, 28} {0, 28}
RLC mode Unacknowledged Unacknowledged
RLC reordering timer {1, . . . , 100} ms 10 ms
RLC buffer size 512 kBytes 512 kBytes
UDP source rate 800 kbps {10, 50, 100} Mbps
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Fig. 6.5: Performance comparison of different numerologies (n) and MCSs, for a highway scenario.

the wireless channel, and evaluates the performance achieved with different mod-
ulation and coding schemes and antenna settings. For each scenario, we carried
out a simulation campaign and computed some metrics of interest by averaging
the results of multiple independent runs. Table 6.2 summarizes the parameters
used in our simulations.

6.5.1 Impact of Numerology, MCS, and RLC Parameters

In Scenario A, two vehicles proceed one in front of the other at a constant speed
of 20 m/s, keeping the same distance during the whole simulation. One vehicle,
i.e., the server, generates packets of 100 Bytes at a fixed rate of 800 kbps, and
sends them to the other vehicle, i.e., the client, using a UDP application.

First, we studied the performance of the end-to-end delay and PRR at increas-
ing values of the inter-vehicle distance, focusing on the 3GPP Highway scenario.
We assessed these metrics for LOS and NLOSv channel conditions and, for a more
detailed insight, we compared the results obtained using different numerologies
(i.e., n = 2 and n = 3) and MCSs. In Figure 6.5a we show that, in the LOS regime,
at lower distances numerology 3 guarantees the lowest average delay. This is mo-
tivated by the fact that, as described in Section 6.4.1, for this numerology the
subframe in divided into 8 slots (compared to 4 slots for numerology 2), resulting
in shorter OFDM symbols, to fit the same subframe duration. On the other hand,
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as illustrated in Figure 6.5b, it is more difficult to observe a difference between
the different numerologies if we consider the NLOSv channel condition, which
generally results in a significantly higher end-to-end delay compared to the LOS
case. In NLOSv, in fact, some packets may be lost due to a bad channel state.
In addition, as the receiving RLC entity implements a reordering procedure for
all the received Packet Data Units (PDUs), it has to wait for missing packets in
the receiving window until the reordering timer expires: this may increase the
packet delay regardless of the numerology that is selected. It should also be men-
tioned that, when using MCS 28 in LOS, the average delay grows remarkably if
we increase the inter-vehicle distance above 250 m as a result of degraded chan-
nel conditions, as shown in Figure 6.5a. However, at such long distances, in a
real scenario the path would likely be obstructed by other vehicles and, in this
case, we expect that the delay will evolve as shown in Figure 6.5b for the NLOSv
regime. Moreover, it can be noticed that for MCS 28 in NLOSv, the average
delay shows a decreasing behavior when considering distances above 150 m. This
is a consequence of the high packet loss rate experienced at such distances, which
results in less congested buffers for the remaining packets. As a side note, our
results also confirm that better resilience is offered by MCS 0, which guarantees
a delay as low as around 1.3 ms, even at 250 m in NLOSv.

In Figures 6.6 and 6.7 we plot the PRR and average delay, respectively, as a
function of the inter-vehicle distance and the channel conditions, i.e., urban or
highway, for a fixed numerology n = 3. In particular, Figures 6.6a and 6.6b exem-
plify that better end-to-end performance can be obtained using the urban path
loss configuration with LOS and NLOSv conditions, hence resulting in a lower
latency, as represented by Figures 6.7a and 6.7b. This is motivated by the fact
that, in an urban environment, the communication benefits from reflections from
walls and/or environmental blockages, which are more likely in street canyons.
In this scenario, however, static objects are also more likely to completely block
the signal, thus resulting in communication outage. This is demonstrated by
Figures 6.6c and 6.7c, where the trend of the curves is switched and urban propa-
gation results in reduced PRR (up to −80%) and increased latency (up to +50%)
compared to highway propagation.

Finally, in Figure 6.8 we study how the average end-to-end delay and the PRR
are affected by different values of the RLC reordering timer. In particular, we can
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see from Figure 6.8a that, for all the modulation and coding schemes considered,
higher values of the reordering timer do not significantly affect the reception ratio.
Since we are using RLC unacknowledged mode and we are not implementing
any HARQ techniques at the MAC layer, lost packets are not retransmitted‡,
therefore, if there are some missing packets in the receiving window, the reordering
timer associated to each packet has to expire before they can be forwarded to
the upper layers, which results in an increased experienced delay, as shown in
Figure 6.8b.

6.5.2 Impact of Interference and Resource Allocation

In Scenario B, we considered two groups of vehicles traveling in the same direction
on different lanes. Each group is composed of two vehicles, one behind the other,
moving at a constant speed of 20 m/s and keeping a safety distance of 40 m.
Within a group, the rear vehicle acts as a server and generates data packets
which are sent to the front vehicle. We considered an ON-OFF traffic model, in
which a UDP source keeps switching between the ON and the OFF states. During
the ON state, the source generates packets at a constant rate for 100 ms, while
in the OFF state it stays idle for a random amount of time, which follows an

‡The PRR is expected to improve with higher values of the reordering timer when retrans-
missions are used, but this study is left for future work.
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exponential distribution with mean 100 ms. All vehicles operate at 28 GHz with
a bandwidth of 100 MHz, possibly interfering in case of concurrent transmissions,
and are equipped with a UPA of N×M antenna elements to establish directional
communications.

In this context, we evaluate the impact of interference on the communication
performance by considering different system configurations. In Figure 6.9a, we
plot the average SINR experienced as a function of the inter-group distance, i.e.,
the distance between the two groups of vehicles, and of the antenna size. It can
be seen that the SINR increases with the inter-group distance as a consequence
of the weaker effect of the interference. The trend is similar for all the antenna
configurations, but the SINR curve has a different offset depending on the number
of antenna elements that are used. Indeed, Figure 6.9b demonstrates that the
average PRR at the application layer increases for larger antenna arrays, which
are able to focus the transmitted power on narrower beams, hence achieving a
higher directivity that can possibly reduce the interference. Specifically, only
the 4× 4 configuration is able to provide a reliable data delivery (i.e., PRR ∼= 1),
regardless of the inter-group distance. For all other antenna architectures, perfect
reception is guaranteed when the inter-group distance is higher than 80 m and
600 m for the 2× 2 and 1× 1 configurations, respectively.

The presence of a centralized scheduling mechanism could prevent the occur-
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rence of packet collisions by splitting the available resources among the groups
in an orthogonal manner. However, reducing the amount of resources accessible
to each terminal may limit the achievable throughput. Moreover, the usage of a
robust modulation and coding scheme, coupled with a high antenna gain, could
provide protection against the interference and enable proper communication per-
formance even without a scheduling mechanism, but at the cost of a lower capacity.
We evaluated this trade off by analyzing the average throughput achieved for dif-
ferent modulation and coding schemes, either with or without the orthogonal split
of the radio resources among the groups, as reported in Figure 6.10. With MCS
0, i.e., the most robust modulation and coding scheme, neither strategy is able to
always satisfy the offered traffic. However, in case of shared resources, the system
provides a higher throughput thanks to the larger amount of available resources.
Instead, for MCS 28 both strategies offer enough resources to accommodate the
offered traffic. We notice that the use of directional antennas mitigates the ef-
fect of interference and guarantees high performance even without a coordinated
scheduling mechanism.
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6.6 Conclusions and Future Work

The wireless networking standardization bodies have started focusing on new
market verticals to find new use cases and applications for 5G and beyond. This
chapter provided an overview of the ongoing standardization activities for vehic-
ular communications at mmWaves, showing similarities and differences between
the IEEE 802.11bd and 3GPP NR V2X specifications. Moreover, we detailed
the main challenges related to high-frequency operations considering the whole
protocol stack, and introduced MilliCar, the first implementation of an open-
source ns-3 module for the simulation of NR-V2X networks at mmWaves. The
module enables end-to-end, full-stack simulations of vehicular networks with a
3GPP channel model for V2V propagation and fading at mmWaves, physical and
MAC layers redesigned for NR V2X, and integration with the higher layers of the
protocol stack from ns-3.

We used MilliCar to evaluate the end-to-end performance of V2V networks
operating at mmWaves considering two simulation scenarios in which vehicles op-
erate through directional communications to exchange data packets using a UDP
application, and we investigated the impact of several system-level parameters,
including the numerology, the MCS, the antenna array size, the RLC reordering
timer, the propagation scenario, and the communication distance. Our results
demonstrated that mmWave communications can be efficiently exploited in ve-
hicular scenarios but within a limited range. Proper beamforming design could
mitigate the effect of interference among groups of communicating vehicles and
improve the efficiency by increasing the reuse of the available resources, thereby
ensuring higher communication performance, though at the cost of additional
complexity (e.g., to align the transmit/receive beams). Also, we proved that,
while the RLC reordering timer does not impact much on the PRR, it makes the
average end-to-end delay increase significantly, especially for increasing MCSs.
Finally, we analyzed the effect of different scheduling options and we concluded
that for MSC 0, i.e., the modulation and coding scheme that yields the lowest
datarate at the physical layer, the system provides a higher throughput when
sharing the available resources, thanks to the robustness of this MCS against er-
rors caused by the interference together with the intrinsic directionality offered
by mmWave communications.
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As part of our future work, we will integrate new features to the MilliCar
module based on the latest proposals in the 3GPP NR V2X standardization
process, including a more realistic beam management mechanism and a dedicated
medium access control scheme.

182



7
Conclusions

mmWave communications represent one of the main technological advancements
of 5G and beyond cellular systems, having the potential to provide gigabit-per-
second data rates. Besides, the large amount of radio resources available in these
bands can be leveraged to improve the communication diversity (e.g., by means of
multi-connectivity techniques, such as CA) and enable the seamless coexistence
of multiple services within the same network (e.g., by means of network slicing).
However, communicating at these frequencies involves several intricacies which
arise from the hostile propagation conditions experienced by mmWave signals.
To fully exploit the advantages that mmWave communications can bring, cellular
systems need to revised, including adjustments in the radio protocol stack and
adopting new architectural solutions.

In this thesis, we provided novel solutions to overcome the limitations posed
by mmWaves and exploit their potential in the context of 5G and beyond cellular
networks. After introducing the use cases and requirements for 5G systems, we
outlined the main technological enablers and described the main features of the
3GPP 5G NR standard. Then, we focused on mmWave communications and
outlined the challenges related to the peculiar propagation conditions experienced
at these frequencies.

In Chapter 2, we presented novel simulation models for the accurate evaluation
of next-generation wireless systems. In particular, we introduced the first SCM for
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ns-3, which supports a wide frequency range, including mmWave spectrum bands,
and the modeling of different propagation environments, including cellular and
vehicular scenarios. Moreover, we presented a flexible framework for the modeling
of antenna arrays and beamforming operations, supporting multiple radiation
patterns and array shapes, and different beamforming schemes.

In Chapter 3, we provided an overview of IAB, a novel technology developed by
the 3GPP to deploy wireless-backhauled base stations, which represents a valu-
able solution towards dense network deployments. To identify the advantages
and drawbacks of IAB, we carried out a simulation campaign and evaluated the
full stack performance of an IAB deployment, considering different settings and
traffic patterns. Our results showed that IAB can efficiently relay cell-edge traf-
fic, although the benefits decrease for more congested networks. Moreover, we
proposed a novel, semi-centralized, resource management scheme for IAB, which
efficiently splits the available resources between the access and backhaul inter-
faces. Through system level simulations, we demonstrated that our scheme is
able to improve the overall network performance with respect to a distributed
scheduling approach.

In Chapter 4, we analyzed the integration of MU-MIMO HBF in 5G mmWave
networks and discussed the interplay between beamforming operations and the
higher layers of the protocol stack. We considered different beam design and
scheduling strategies, and evaluated the end-to-end network performance by means
of system-level simulations. In particular, we demonstrated that the uncoordi-
nated interaction between the beamformer and the scheduler leads to sub-optimal
performance. A joint design of these two entities is therefore fundamental to ex-
ploit the capabilities of MU-MIMO HBF mmWave systems.

In Chapter 5, we presented a new RAN slicing framework for 5G and beyond
cellular systems operating at mmWave frequencies. This framework is based on
CA and exploits the presence of different CCs to support multiple slices simultane-
ously. We focused on how to serve URLLC and eMBB slices that share the same
radio access resources, without compromising the quality of service of the users
in either of the two. We evaluated the performance of our solution by means of
system level simulations, and compared it against two different baseline policies.
The results showed that our framework is able to improve the throughput of the
eMBB slice and reduce the delay of the URLLC slice, while preserving isolation
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among the traffic flows.
In Chapter 6, we discussed the potential and challenges of mmWave commu-

nications to deliver next-generation vehicular services. After reviewing the main
standardization activities for vehicular communications, we presented MilliCar, a
novel simulation tool for the evaluation of mmWave V2V networks based on the
3GPP NR V2X standard. Using this tool, we carried out an extensive simulation
campaign to evaluate the end-to-end performance of mmWave vehicular commu-
nications, considering different scenarios and parameters. Our results demon-
strated that mmWaves are able to provide high communication performance also
in vehicular contexts, thus representing a promising enabler towards connected,
cooperative, and intelligent transportation systems.
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