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Abstract 

During the past twenty years, the photoelectronic industry has grown to 

incredible proportions, producing devices that have become staples of our 

every-day life and have completely transformed the way we live. The core 

technology at the heart of the photoelectronic industry is the “photodetector”. 

Traditional photodetectors’ performance has dramatically improved after the 

introduction of nanostructured materials. Among these enhancement 

materials, plasmonic metal structures are of particular interest due to their 

peculiar and useful properties, such as optical resonances, high bulk, and 

surface sensitivities and sub-wavelength light confinement. Plasmonic 

materials can lead to the development of detectors for novel applications in 

nano-photonics, biosensing, integrated optics, and lasers. Here, we want to 

propose an evolution of the common “waveguide detector” design that 

enables the fabrication of a plasmonic structure, capable of enhancing the 

absorption efficiency at any desired wavelength, on top of the active area of 

any kind of traditional semiconductor-based photodetector, including single-

photon silicon photomultipliers (SiPMs). Our structure works in a simple tri-

layer configuration, metal-dielectric-semiconductor (MIS), by coupling an 

optical resonance phenomenon with a traditional plasmonic resonance excited 

on the metal/dielectric interface by means of hole-coupling transmission 

through an open-slits type of grating. The resulting hybrid opto-plasmonic 

resonance can drastically enhance the responsivity of a photodetector. 
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Riassunto 

Durante i passati vent’anni, l’industria fotoelettronica è cresciuta fino a 

raggiungere proporzioni incredibili, producendo dispositivi che sono 

progressivamente diventati imprescindibili nella nostra vita di ogni giorno, 

cambiando il modo in cui viviamo. La tecnologia cardine dell’industria 

fotoelettronica è il “foto-rivelatore”. Le prestazioni dei tradizionali foto-

rivelatori sono migliorate drammaticamente a seguito dell’introduzione dei 

materiali nano-strutturati. Tra questi materiali, le strutture metalliche 

plasmoniche risultano essere di particolare interesse a causa delle loro 

peculiarità e delle loro utili proprietà, come, per esempio, la presenza di 

risonanze ottiche, le elevate sensibilità di “bulk” e di superficie, e la capacità 

di ottenere un confinamento “sub-wavelength” della luce. I materiali 

plasmonici possono aprire la strada verso lo sviluppo di rivelatori ottimizzati 

per innovative applicazioni nel campo della nano-fotonica, del “biosensing”, 

delle ottiche integrate e dei laser. Con questo lavoro, noi vogliamo proporre 

un’evoluzione del tipico schema di “rivelatore a guida d’onda” che permetta 

la fabbricazione di una struttura plasmonica, in grado di aumentare 

l’efficienza d’assorbimento della luce ad una qualsiasi lunghezza d’onda 

desiderata, al di sopra dell’area attiva di un qualsiasi foto-rivelatore a base di 

semiconduttore, inclusi i fotomoltiplicatori a singolo fotone in silicio 

(“SiPMs”). La nostra struttura funziona sulla base di una semplice 

configurazione a triplo strato, metallo-dielettrico-semiconduttore (“MIS”), in 

cui si accoppi una risonanza ottica con una tradizionale risonanza plasmonica, 

eccitata sulla superficie metallo/dielettrico tramite trasmissione straordinaria 

della luce attraverso le fenditure della griglia metallica. La risonanza ibrida 

opto-plasmonica così prodotta, è in grado di accrescere enormemente la 

responsività di un foto-rivelatore. 
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Chapter 1 

Introduction 

During the past twenty years, the photoelectronic industry has grown to 

incredible proportions, producing devices that have become staples of our 

every-day life and have completely transformed the way we live, for better 

and for worse. The core technology at the heart of the photoelectronic industry 

is the “photodetector”. Photodetectors can convert light into electrical signals, 

thus enabling many useful applications for the photoelectronic devices, and 

recently have been the object of very intense research activity. Developing 

photodetectors that can achieve a very high detection accuracy in the 

ultraviolet (10-400 nm), visible (400-760 nm), infrared (760 nm-1 mm) and 

terahertz (0.1-10 THz) regions is essential for a plethora of industrial, medical 

and environmental applications1. Benefiting from the advancements of the 

semiconductor industry, photodetectors working inside different spectral 

ranges have played very important roles as flame sensing, ozone sensing and 

convert communications devices2,3, in air and water purification, 

environmental monitoring, video imaging and night vision4, in materials 

identification5, astronomical studies6 and even in early detection of small 

tumors7,8. 

 Following Moore’s Law, the size of electronic devices has shrunk 

increasingly during the years, down to a few tens of nanometers. A new class 

of materials, “nanostructured materials”, are emerging in order to try to 

overcome any limitation and technical difficulty inherently associated with 

such a small size. Their special properties derive from the clever exploitation 

of quantum-confinement effects, surface effects, non-linear optical effects and 

dielectric confinement effects (waveguiding)9,10. Moreover, nanostructured 

metallic (and half-metallic) materials exhibit peculiar optical properties, 

allowing them to concentrate, bend and manipulate light at sub-wavelength 

scale11–13. 

 Pushed forward by the nanostructured materials, a variety of nanoscale 

photodetectors have been developed at a remarkable pace14–18. However, they 

still are in an early development stage and require further tuning before being 

applied to any practical application. On the other hand, even traditional 

photodetector performance has dramatically improved due to the 

introduction of nanostructured materials. Opportunely designed “enhanced” 

photodetectors with increased photoelectric conversion efficiency and optical 

responsivity are currently being tested for specialized, innovative applications 
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such as memory devices19,20, gas detection21–24 and optical logic gates25. Among 

the enhancement materials, plasmonic metal structures received particular 

attention due to their interesting and useful properties, such as optical 

resonances, high bulk, and surface sensitivities and sub-wavelength light 

confinement. Plasmonic materials can also lead to the development of 

detectors at least as small as the modern highly integrated electronic elements, 

opening the door to applications in nano-photonics26, biosensing27, integrated 

optics28 and lasers29. 

 There are several kinds of plasmonic photodetectors, ranging from the 

simple prims-coupled and grating-coupled detectors to the hole-coupled 

detectors, the nanoparticles-enhanced or nano-antennas detectors, and the 

waveguide detectors. The prism-coupled detectors are one of the first studied 

variations of plasmonic photodetectors, improving with time their geometrical 

layout from the so-called Kretschmann configuration30 to the more popular 

Otto configuration, whose components can be fabricated independently, and 

the prism directly aligned to the detector in the setup31–39. Metal-insulator-

metal (MIM)40 and metal-organic-metal (MOM)41–43 prism-coupled devices 

also exist. Prims-coupled detectors suffer from inherent size limitations and a 

generally complex fabrication process, thus a more compact and easier to 

produce iteration of coupled plasmonic detector is generally preferred: the 

grating-coupled detector. Metal gratings can be fabricated on top of a 

semiconductor layer (Schottky detector)44–52 or even a commercial 

photodiode53 in order to produce a plasmonic photodetector. Furthermore, the 

simple grating structure can be replaced with a more complex metal 

nanowires periodic array54–58. Hole-coupled detectors are another valid 

alternative. In this case, instead of a metal grating structure, the key structure 

is a hole (or a periodic array of holes/slits) on a metal film deposited on top of 

a semiconductor substrate. The light impinging on the film can be coupled 

inside the hole/slit and propagate, enhanced, through the metal into the 

substrate, leading to devices with improved signal-to-noise ratio59-69. 

Nanoparticles-enriched and nano-antennas detectors are a peculiar type of 

plasmonic photodetector. They exploit the localized resonances excited by 

light striking the nanoparticles/antennas, generating large near-field 

enhancements and strong scattering13,70–79. Due to their high degree of 

complexity, both in terms of fabrication and optical properties control and 

reproducibility, their practical use is currently quite limited, with promising 

future applications mostly in the photovoltaic field. Finally, in the last macro-

category of plasmonic photodetectors, we find the waveguide detectors. These 

detectors are based on MIM or IMI (dielectric-metal-dielectric) structures 

designed to support modes that are low-loss but weakly confined (IMI) or 

highly confined but lossy (MIM)80–83. It is also possible to substitute one or both 

dielectric layers with a semiconductor material, either organic or inorganic      
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84–93. Usually, waveguide detectors exploit enhanced or localized guided 

modes in order to increase the performance of traditional photodetectors. 

 

Plasmonic photodetectors 
 

Prism-coupled 

Kretschmann configuration 

Otto configuration 

Metal-Insulator-Metal (MIM) 

Metal-Organic-Metal (MOM) 

ref. 30 

ref. 31-39 

ref. 40 

ref. 41-43 

Grating-coupled 
Schottky detector 

Periodic nanowires 

ref. 44-53 

ref. 54-58 

Hole-coupled Periodic holes/slits ref. 59-69 

Nanoparticles-enriched Nanoparticles/nano-antennas ref. 13,70-79 

Waveguide 
Metal-Insulator-Metal (MIM) 

Metal-Semiconductor-Metal (MSM) 

ref. 80-83 

ref. 84-93 

 

 All the previously described plasmonic detectors, with the sole 

exception of waveguide photodetectors, can enhance the responsivity of only 

thin detection layers, due to the strong confinement characteristics of 

plasmonic fields, limiting their application to specially “tailored” devices, 

usually very different from most commercially available photodetectors (e.g. 

silicon photodiodes). This limitation remains true even for typical waveguide 

detectors since their guiding properties can only be exploited by impinging 

the light perpendicularly to the multi-layer structure cross-section. Similarly 

to Zang et al. and their work on single-photon avalanche diodes (SPADs)94, 

here, we want to propose an evolution of the common “waveguide detector” 

design that enables the fabrication of a plasmonic structure, capable of 

enhancing the absorption efficiency at any desired wavelength, on top of the 

active area of any kind of traditional semiconductor-based photodetector, 

potentially including silicon photomultipliers (SiPMs). Unlike Zang grating 

structure, which requires a double-SOI-substrate in order to efficiently trap the 

vertically-impinging light at the desired wavelength and enhance the SPAD 

absorption efficiency (due to a very narrow resonance of a purely optical 

guided mode), our structure works in a simple tri-layer configuration, metal-

dielectric-semiconductor (MIS), by coupling an optical resonance 

phenomenon known as Rayleigh singularity with a traditional plasmonic 

resonance excited on the metal/dielectric interface by means of hole-coupling 

transmission through an open-slits type of grating. The resulting hybrid opto-

plasmonic resonance, belonging to the family of Wood’s anomalies, can 

theoretically enhance the responsivity of a device with a 2 μm thick active area 

up to ten times its original value, at the working wavelength of 950 nm. We 

Table 1:  Summary of the main categories of plasmonic photodetectors. 
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chose to work in the NIR spectral window since silicon (the most used 

semiconductor in the photodetector industry) has a very poor native 

absorption efficiency in this range, due to the proximity of its energy gap, and 

an increase in performance would open the way to a plethora of interesting 

applications, especially in the automotive industry, with its ever-growing 

need of improved LIDAR sensors for autonomous cars. Our work, here 

described, covers all the steps for developing a working prototype of enhanced 

photodetector based on the standard Fondazione Bruno Kessler (FBK) 

technology platform, our host research insitute and funder of this research 

project.  

 Instead of increasing the spectral responsivity, an alternative way to 

improve the performance of traditional photodetectors, without impacting on 

their fabrication process or fundamental functioning principles, is to exploit 

nonlinear optical phenomena that can make previously undetectable 

structures or materials emit a signal within the operative range of the 

detectors. This is very useful for applications that require a small number of 

detectors to simultaneously detect signals at different wavelengths without 

“mixing” them or being blind to a specific component of the examined sample. 

One of the most common applications that fall into this category is Optical 

Fluorescence Microscopy of biomedical samples. Usually, biomedical 

samples’ structures of interest, either cells cultures or whole tissues’ sections, 

must undergo a particular treatment, called “staining”, in order to generate a 

signal (an optical signal) that can be detected by a microscope photodetector 

(typically photomultiplier tubes, PMTs). This procedure links photochromatic 

molecules (fluorophores, molecules that emits a light signal once stimulated 

by an appropriately tuned wavelength) to the target structures to make them 

detectable. After the staining, the samples can be examined by fluorescence 

microscopy within a limited amount of time (weeks), before the fluorophores 

signal degrades, and no other analysis can be performed on them, due to the 

considerable shift from their original conditions. Furthermore, most 

commercially available fluorophores have emission spectra that overlap, thus 

generating light signals that cannot be easily separated by the detectors in case 

of a multi-staining study. A possible solution to both the previous limitations 

is the “label-free” approach. In label-free (fluorescence) microscopy, the 

samples are not stained, but the endogenous fluorescent molecules are 

exploited, in combination with a few nonlinear optical phenomena, like 

Harmonic Generation and Wavelength Mixing, in order to see all the 

structures of interest. We developed a custom-built microscopy setup that is 

capable of optimizing, separately, both the intrinsic fluorescence and the 

Harmonic Generation signals within a wide range of excitation wavelengths 

(800-1200 nm) in order to achieve the best possible “multi-color” imaging 

conditions on a plethora of biomedical samples, using only four simple 

commercial PMTs covering the visible and near-UV spectrum.  
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We report below a short summary of the main arguments that will be 

discussed: 

 

 Chapter 2: Basic knowledge of fundamental physics involved in our 

project. Brief description of a PN-junction and its electrical 

properties, the figures-of-merit of a photodetector and how to use 

them in order to characterize the performance of a device, and some 

basic concepts of plasmonics, including an overview on surface 

plasmon polaritons and how to excite them. 

 

 Chapter 3: Description of all the simulations and physical 

considerations that must be done before fabricating our plasmonic 

device. How to properly choose the right materials for the 

plasmonic structure in order to maximize the enhancement effect 

within the constraints of an “integration” approach. A detailed 

description of the physical nature of the resonances of our system 

and how their peculiar hybrid essence is the central pillar of the 

absorption enhancement structure. How to switch from a simple     

2-D grating model to a more realistic, and polarization independent, 

3-D “nanodots” array, while keeping all the performance 

enhancement from the traditional 2-D structure. 

 

 Chapter 4: Description of the entire fabrication process required in 

order to obtain a working prototype of our enhanced photodetector. 

A brief overview on the two main steps of the fabrication process, 

then the detailed description of the nanofabrication procedure that 

leads to a patterned polymeric film over the substrate that can be 

used as a base for the second fabrication step, the Metal 

Evaporation. How to obtain a prototype device with an Ag 

nanodots array over a standard photodiode using a combination of 

vacuum metal deposition and residual polymeric layer stripping. 

 

 Chapter 5: Description of the characterization process of our 

enhanced prototypes. Electro-optical characterization of several 

different photodiodes with a proven increase in performance with 

respect to standard silicon diodes. Description of the procedures we 

used in order to obtain an accurate measurement or estimation of 

the most important structural parameters of our silver arrays. 

Finally, the difference between intrinsic silicon and doped silicon 
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used in real p-i-n diodes and how to properly estimate its dielectric 

permittivity. 

 

 Chapter 6: Presentation of our designed multi-modal microscope. 

Introduction of a few key concepts for nonlinear optical microscopy 

and label-free microscopy, and a detailed description of our custom 

setup. Examination of a plethora of ex vivo samples in order to 

prove our microscope capabilities and the significant advantages of 

a multi-modal approach. Description of the materials and methods 

used during our experiments with the multi-modal microscope. 

 

 Chapter 7: Conclusions and future perspectives. Discussion on 

which direction to follow in order to increase the performance 

enhancement towards the predicted theoretical limit. 
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Chapter 2 

Background Knowledge 

In this chapter, we want to provide some basic knowledge on the fundamental 

physics at the root of our work. In §2.1, we briefly describe what is a                  

PN-junction and its electrical properties, as the base element of our 

photodetector. Then, in §2.2 we talk about the figures-of-merit of a 

photodetector and how to use them in order to characterize the general 

performance of a photodiode. Finally, in §2.3 we introduce some basic 

concepts of plasmonics, including an overview on surface plasmon polaritons 

and how to excite them in simple bi- or tri-layer structures. 

2.1 PN-junctions 

PN-junctions are the basic “building-block” of many semiconductor devices 

and, therefore, are of great importance both in modern applications and 

throughout the history of the semiconductor industry. The basic theory of the 

PN-junction was established by Shockley in 194995 and extended by Sah, 

Noyce, Moll and Shockley himself96,97.  

A PN-junction consists of two semiconductors regions with opposite 

doping (see Figure 2.1): one is acceptor-enriched (p-type), the other is donor-

enriched (n-type). If the doped regions are uniformly doped and the transition 

between them is abrupt, the structure is called an “abrupt” PN-junction. 

Figure 2.1:  Schematic representation of a PN-junctions. p and NA are the hole and 

acceptor densities inside the p-type semiconductor, n and ND are the electron and donor 

densities inside the n-type semiconductor. If the dopants are assumed to be shallow, 𝑝 ≅

𝑁𝐴 and 𝑛 ≅ 𝑁𝐷. V is the voltage bias applied to the junction. 
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However, in practice, one region has usually significantly higher doping than 

the other: in this case, the junction is called a “one-sided abrupt” PN-junction 

(commonly denoted as p+-n or n+-p junction). A bias can be applied to a          

PN-junction: if a positive bias is applied to the p-type semiconductor the 

junction is “forward-biased”, otherwise it’s “reverse-biased”. 

Considering the thermal equilibrium condition (no applied voltage and 

current flow), the drift and diffusion current of electrons and holes are: 

 𝐽𝑛 = 𝜇𝑛𝑛
𝑑𝐸𝐹

𝑑𝑥
= 0   ;    𝐽𝑝 = 𝜇𝑝𝑝

𝑑𝐸𝐹

𝑑𝑥
= 0 (2.1) 

   

where 𝜇𝑛 and 𝜇𝑝 are the electrons and holes mobilities and EF is the Fermi level 

energy. In order to satisfy both equations, the derivative must be zero, thus 

the Fermi level must be constant throughout the sample. The diffusion 

potential, also known as “built-in” potential, of the junction (for non-

degenerate semiconductors) is equal to:  

 𝜓𝑏𝑖 =
𝑘𝑇

𝑞
ln (

𝑁𝐴𝑁𝐷

𝑛𝑖
2 ) (2.2) 

   

where ni is the intrinsic electrons concentration of the junction. Assuming that 

the charges distribution inside the junction region (depletion region) has a box 

profile, knowing that at thermal equilibrium the electric field in the neutral 

regions (far from the junction) must be zero, the total charge (negative) per 

unit area in the p-type must be equal to the total charge (positive) per unit area 

in the n-type: 

 𝑁𝐴𝑊𝐷𝑝 = 𝑁𝐷𝑊𝐷𝑛  (2.3) 

   

where WDp and WDn are the p- and n-edge of the depletion region (see Figure 

2.2). 

 

Figure 2.2:  Extended schematic representation of a PN-junctions (left) and the 

corresponding energy bands diagram (right). EC and EV are the conduction and the 

valence band, respectively. 
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Using the Poisson equation98, it’s possible to obtain both the electric 

field and the potential distribution across the junction: 

 

𝔼(𝑥) = −
𝑞𝑁𝐴(𝑥 + 𝑊𝐷𝑝)

𝜀𝑠
     𝑝 − 𝑡𝑦𝑝𝑒 

 

𝔼(𝑥) = −
𝑞𝑁𝐷(𝑊𝐷𝑛 − 𝑥)

𝜀𝑠
     𝑛 − 𝑡𝑦𝑝𝑒 

 

𝜓𝑖(𝑥) =
𝑞𝑁𝐴(𝑥 + 𝑊𝐷𝑝)

2

2𝜀𝑠
     𝑝 − 𝑡𝑦𝑝𝑒 

 

𝜓𝑖(𝑥) = 𝜓𝑖(0) +
𝑞𝑁𝐷 (𝑊𝐷𝑛 −

𝑥
2

) 𝑥

𝜀𝑠
     𝑛 − 𝑡𝑦𝑝𝑒 

 

(2.4.1) 

 

 

(2.4.2) 

 

 

(2.4.3) 

 

 

(2.4.4) 

   

where 𝔼 is the electric field (in the x direction, across the junction), q is the 

electron charge and 𝜀𝑠 is the dielectric function of the semiconductor (p-type 

or n-type). If the junction is “one-sided abrupt” (p+-n or n+-p), from the “built-

in” potential equation and the Poisson equation emerges that most of the 

potential variation (as well as most of the depletion region) is inside the less 

doped semiconductor94. Therefore, in this case, the low-doped region 

primarily determines the characteristics of the semiconductor device. 

 

 

Applying a voltage V to a PN-junction changes the total potential 

variation to (𝜓𝑏𝑖 − 𝑉), where the sign of V is positive if there is a “forward” 

bias, negative for “reverse” bias, and the depletion region width becomes a 

function of V (see Figure 2.4). 

Figure 2.3:  Electric field distribution (left) and potential distribution (right) of an 

“abrupt” PN-junction. 𝔼𝑚 is the maximum field that exists at 𝑥 = 0. 
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 The depletion region has a specific capacitance per unit area that is 

defined as 

 𝐶𝐷 =
𝑑𝑄𝐷

𝑑𝑉
=

𝜀𝑠

𝑊𝐷
 (2.5) 

   

where QD is the incremental depletion charge on each side of the junction (the 

total charge must be zero) upon an incremental change of the applied bias dV, 

and WD is the depletion region width. 

2.2 Photodetectors and Photodiodes 

Photodetectors are semiconductor devices that can detect optical signals via 

electronic processes. They generally operate following three base steps: (1) 

carrier generation, (2) carrier transport and/or multiplication (if a gain 

mechanism is present in the device) and (3) extraction of carriers to provide 

the output signal. Photodetectors are critical devices for several different 

applications, ranging from the telecom industry to the cutting-edge 

biomedical research, and, therefore, require a high-speed response and 

minimal noise while keeping the biasing voltage and current low, as well as a 

compact size. 

 There are many different types of photodetectors, although, they 

mainly fall into two categories: thermal detectors and photon detectors. 

Thermal detectors detect light through the rise in temperature of their surface 

when the light is absorbed and are ideal for far-infrared wavelengths 

detection. On the other hand, photon detectors can detect light signals due to 

the photoelectric effect (photocurrent produced by carrier excitation from 

photons absorption). Silicon photodiodes belong to the photon detectors 

family, thus, using photons in order to generate a current. 

Figure 2.4:  Energy bands diagram of a PN-junction under “reverse” bias (left) or 

“forward” bias (right). 
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 The maximum detectable wavelength (in μm) is given by the following 

equation: 

 𝜆 =
ℎ𝑐

Δ𝐸
=

1.24

Δ𝐸(𝑖𝑛 𝑒𝑉)
 (2.6) 

   

where Δ𝐸 is the energy gap of the semiconductor used for the device, which is 

chosen in order to optimize the detection of the wavelength of interest. In fact, 

the absorption efficiency of a particular wavelength in a semiconductor is 

determined by its absorption coefficient α: a high value of α means that most 

of the incident light is absorbed near the surface of the semiconductor, a low 

value of α means, instead, that light penetrates much longer inside the 

semiconductor, which can also be transparent to a specific range of 

wavelengths98. Figure 2.5 shows the measured intrinsic absorption coefficients 

of some of the most commonly used semiconductors. 

 

 The main figure of merit of any photodetector is the quantum efficiency, 

defined as the number of carriers produced per photon: 

 𝜂 =
𝐼𝑝ℎ

𝑞Φ
=

𝐼𝑝ℎ

𝑞
(

ℎ𝜈

𝑃𝑜𝑝𝑡
) (2.7) 

   

Figure 2.5:  Measured absorption coefficients of several semiconductors used in the 

photodetector industry, from visible (left) to infrared (right) light. Solid curves are for 300 

K measurements, dashed curves for 77 K. Most of the semiconductors show a red-shift of 

their absorption coefficients with an increase in temperature. Some IV-VI compounds 

(e.g. PbSe), however, have bandgaps that increase with the temperature and, thus, 

decrease their wavelength detection limit. Adapted from “Physics of Semiconductor 

Devices” (Wiley & Sons, 2006). 
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where 𝐼𝑝ℎ is the photocurrent, Φ is the photon flux and 𝑃𝑜𝑝𝑡 is the average 

incident optical power. Ideally, 𝜂 = 1, however, in practice, its always less than 

the unity due to recombination losses, incomplete absorption, reflections, etc. 

Another fundamental performance parameter is the responsivity, defined as 

the ratio between the photocurrent and the incident optical power: 

 ℛ =
𝐼𝑝ℎ

𝑃𝑜𝑝𝑡
=

𝜂𝑞

ℎ𝜈
=

𝜂𝜆

1.24
 (2.8) 

   

The responsivity increases linearly with the wavelength.  

The third important metric of any photodetector is the signal-to-noise 

ratio (S/N), which is strongly related the sensitivity of the device (a high signal 

detected, in combination with a low minimum detectable signal strength, 

translates into a high sensitivity of the photodetector). There are many possible 

sources of noise, and therefore an increased minimum detectable signal, for a 

photodetector: dark current, which is the leakage current of a biased 

photodetector not exposed to a light source, background radiation (e.g. 

additional light sources, black-body radiation), internal thermal noise, due to 

the random carriers thermal agitation, shot noise, related to the statistical 

nature of the discrete single photoelectric events, “flicker” noise (random 

effects associated with surface traps) and fluctuations in the generation-

recombination events. All noise sources are independent of each other and can 

be simply added together in order to estimate the total noise of a device. The 

figure of merit associated with the total noise of a photodetector is called noise-

equivalent power (NEP)99 and corresponds to the root mean square of the 

incident optical power required to produce a 𝑆 𝑁⁄ = 1 inside a 1 Hz 

bandwidth. From the NEP comes the detectivity of the photodetector: 

 𝐷∗ =
√𝐴𝐵

𝑁𝐸𝑃
 (2.9) 

   

where A is the detector active area and B is the bandwidth. The detectivity is 

normalized to the area due to the noise proportionality to the square root of 

the detector area. 

As previously stated, photodiodes belong to the photon detector 

category. Their peculiar characteristic is a moderate electric field inside the 

depletion region that allows separating photogenerated electron-hole pairs. 

The size of the depletion region of a photodiode is directly connected to its 

operational speed and quantum efficiency: the thinner the depletion region, 

the higher the speed of the devices and the lower the quantum efficiency 

(because only a small fraction of the incident light can be absorbed). All 

photodiodes (except for the special case of the avalanche photodiode, which 

will not be discussed here) have a maximum gain of one, thus they do not have 

an internal multiplicative amplification of the signal (see Figure 2.6). 
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Figure 2.6 shows that the photodiodes family mainly comprise three types of 

photodetectors: the simple PN-junction photodiodes, the p-i-n photodiodes, 

and the metal-semiconductor diodes. A fourth, less common, photodiode is 

the heterojunction photodiode. Here, we will focus our attention to the PN-

junction and p-i-n photodiodes, briefly describing their typical quantum 

efficiency, response time and device noise (considering a “reverse” bias 

operational mode, as is common for applications in the visible and near-

infrared). 

 For the basic PN-junction photodiode, the quantum efficiency is simply 

given by Eq. 2.7 and the responsivity of the device by Eq. 2.8. As previously 

discussed in §2.2, the maximum detectable wavelength (or long-wavelength 

cutoff) is determined by the energy gap of the device semiconductor due to 

the absorption coefficient being extremely small above the gap. The lower 

limit of the detection range (short-wavelength cutoff), instead, is given by 

large absorption coefficients (≥ 105 cm−1) that drastically increase the 

absorption of the incident light near the surface, where recombination 

phenomena are more common. Therefore, carriers tend to recombine before 

reaching the depletion region, effectively causing a signal loss. 

Figure 2.6:  Typical values of internal gain and response time of common photodetectors. 

As can be seen, all devices falling inside the “photodiodes” category have no internal 

multiplicative mechanism implemented. Adapted from “Physics of Semiconductor 

Devices” (Wiley & Sons, 2006). 
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The response speed of a PN-junction photodiode is limited by the drift 

time of the carriers inside the depletion region, their diffusion inside the 

semiconductor (carriers generated outside of the depletion region must travel 

to it before being detected, thus causing a time delay) and the capacitance of 

the depletion region. Usually, to maximize the operational speed of a 

photodiode, the junction is formed near the surface (to minimize the diffusion 

effect) and the depletion region width is kept around a few micrometers, in 

order to do not increase the carriers transit-times too much but also to do not 

have an excessive depletion region capacitance (due to a too thin layer). Most 

incident light can already be absorbed with a depletion width of ~ 1 𝛼⁄ . 

 The device noise of a PN-junction photodiode can be studied 

considering the generalized photodetection process flow reported in Figure 

2.8. An optical signal (and possibly background radiation) is absorbed by the 

device and electron-hole pairs are generated. These pairs are separated by the 

electric field and electrons/holes drift to the opposite contacts of the 

photodiode, producing a photocurrent inside the external load resistor. 

Considering an intensity-modulated input signal: 

 𝑃(𝜔) = 𝑃𝑜𝑝𝑡[1 + 𝑚 ∗ exp(𝑖𝜔𝑡)] (2.10) 

   

Figure 2.7:  Schematic representation of a typical Silicon p+-n junction photodiode. The 

p+-type Si is used as the detector active area (where the incident photons are absorbed 

and detected) while the n+-type Si thin layer is used as a diffusion layer. The front and 

back metallization serve as contacts (respectively anode and cathode). The silica on top, 

typically thermally grown, serves as a passivation/protection layer for the device. The 

active are is capped with an anti-reflection coating (which can be multi-layered) in order 

to minimize the reflection losses at the interface. 
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where m is the modulation index and ω the modulation frequency, and an 

average photocurrent: 

 𝐼𝑝 = 𝑞 (𝜂
𝑃𝑜𝑝𝑡

ℎ𝜈
) (2.11) 

   

the root mean square of the signal power is given by: 

 𝑝𝑜𝑝𝑡 =
𝑚𝑃𝑜𝑝𝑡

√2
 (2.12) 

   

and the root mean square of the signal current (for an internal gain equal to 

one) is98: 

 𝑖𝑝 =
𝑞𝜂𝑚𝑃𝑜𝑝𝑡

√2ℎ𝜈
 (2.13) 

   

 

 

All currents inside the photodiode (the photocurrent and the noise-generated 

currents) are randomly generated and, therefore, contribute to the total shot 

noise of the device: 

 〈𝑖𝑠
2〉 = 2𝑞(𝐼𝑝 + 𝐼𝐵 + 𝐼𝐷)𝐵 (2.14) 

   

where IB is the current generated by the background radiation, ID is the dark 

current and B is the bandwidth. The thermal noise, instead, is given by: 

 〈𝑖𝑇
2〉 =

4𝑘𝑇𝐵

𝑅𝑒𝑞
 (2.15) 

   

where 

 
1

𝑅𝑒𝑞
=

1

𝑅𝑗
+

1

𝑅𝐿
+

1

𝑅𝑖
 (2.16) 

   

Figure 2.8:  Diagram of a generalized photodetection process.  
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 is the total resistance of the equivalent circuit of a photodiode, given by the 

junction resistance Rj, the eternal load resistor resistance RL and the input 

resistance of the amplifier Ri (see Figure 2.9)100,101. 

 

 

For a completely modulated signal (𝑚 = 1), the signal-to-noise ratio is98 

 
𝑆

𝑁
=

𝑖𝑝
2

〈𝑖𝑠
2〉 + 〈𝑖𝑇

2〉
=

(1 2⁄ )(𝑞𝜂𝑃𝑜𝑝𝑡 ℎ𝜈⁄ )
2

2𝑞(𝐼𝑝 + 𝐼𝐵 + 𝐼𝐷)𝐵 + 4𝑘𝑇𝐵 𝑅𝑒𝑞⁄
 (2.17) 

   

The noise-equivalent power is (S N = 1⁄   , B = 1 Hz) 

 
𝑁𝐸𝑃 = (

ℎ𝜈

𝜂
)

√
2 (𝐼𝐵 + 𝐼𝐷 +

2𝑘𝑇
𝑞𝑅𝑒𝑞

)

𝑞
 

(2.18) 

   

The previous noise equations show that to increase the sensitivity of a             

PN-junction photodetector, both the quantum efficiency and the equivalent 

resistance should be increased, while the background and dark current should 

be minimized. 

 A p-i-n photodiode is a special case of PN-junction device where an 

intrinsic region (i-type) is interposed between the p-type and n-type regions 

in order to optimize the quantum efficiency and operational speed via precise 

tailoring of the depletion region width. In practice, the i-type region is usually 

approximated with a highly resistive p-type or n-type layer. P-i-n photodiodes 

are among the most-used photodetectors across all industry and research 

fields. 

 Assuming steady-state conditions and a “reverse” bias operational 

mode, the total photocurrent density generated by the separation of the 

electron-hole pairs is102 

 𝐽𝑡𝑜𝑡 = 𝐽𝑑𝑟 + 𝐽𝑑𝑖𝑓𝑓 (2.19) 

Figure 2.9:  Diagram of the equivalent circuit of a photodiode. 𝐶𝑗 is the junction 

capacitance and 𝑅𝑠 is the series resistance, usually much smaller than the other 

resistances, thus negligible. 
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where Jdr is the drift contribution to the current, due to carriers generated 

inside the depletion region, while Jdiff is the diffusion contribution, due to 

carriers generated outside the depletion region that diffuse into the junction. 

If the carriers’ thermal generation current is negligible and the p-type layer is 

much thinner than 1 𝛼⁄ , then the pairs generation rate can be described as: 

 𝐺𝑒(𝑥) = Φ0𝛼 exp(−𝛼𝑥) = 𝑃𝑜𝑝𝑡

(1 − 𝑅)

𝐴ℎ𝜈
𝛼 exp(−𝛼𝑥) (2.20) 

   

where Φ0 is the incident photon flux per unit area, R is the reflection 

coefficient, and A is the detector active area. 

 

 

From Eq. 2.20, the drift current becomes: 

 𝐽𝑑𝑟 = −𝑞 ∫ 𝐺𝑒(𝑥)𝑑𝑥
𝑊𝐷

0

= 𝑞Φ0[1 − exp(−𝛼𝑊𝐷)] (2.21) 

   

where a quantum efficiency of one is assumed inside the depletion region (of 

WD width). Outside of the depletion region, inside the n-type quasi-neutral 

region, the major current contribution is given by the diffusion current from 

the minority carriers (holes). The holes density is determined by the diffusion 

equation (considering only Shockley-Read-Hall recombination):  

 𝐷𝑝

𝜕2𝑝𝑛

𝜕𝑥2
−

𝑝𝑛 − 𝑝𝑛𝑜

𝜏𝑝
+ 𝐺𝑒(𝑥) = 0 (2.22) 

   

Figure 2.10:  Schematic representation of a Silicon p-i-n photodiode. The depletion region 

is entirely inside the intrinsic semiconductor. 
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where Dp is the diffusion coefficient of the holes, τp the lifetime of excess 

carriers, and pno the hole density at equilibrium. Solving Eq. 2.22 imposing 𝑝𝑛 =

𝑝𝑛𝑜 for 𝑥 = ∞ and 𝑝𝑛 = 0 for 𝑥 = 𝑊𝐷 , gives: 

 𝑝𝑛 = 𝑝𝑛𝑜 − [𝑝𝑛𝑜 + 𝐶𝑙 exp(−𝛼𝑊𝐷)] exp (
𝑊𝐷 − 𝑥

𝐿𝑝
) + 𝐶𝑙 exp(−𝛼𝑥) (2.23) 

   

with 

 

𝐶𝑙 = (
Φ0

𝐷𝑝
)

𝛼𝐿𝑝
2

1 − 𝛼2𝐿𝑝
2

 

 

𝐿𝑝 = √𝐷𝑝𝜏𝑝 

(2.24.1) 

 

 

(2.24.2) 

   

From Eq. 2.22, 2.23, 2.24.1 and 2.24.2, the diffusion current density becomes: 

 𝐽𝑑𝑖𝑓𝑓 = −𝑞𝐷𝑝

𝜕𝑝𝑛

𝑑𝑥
{𝑥 = 𝑊𝐷 } = 𝑞Φ0

𝛼𝐿𝑝

1 + 𝛼𝐿𝑝
exp(−𝛼𝑊𝐷) +

𝑞𝑝𝑛𝑜𝐷𝑝

𝐿𝑝
 (2.25) 

   

The total current density, then, is the sum of Eq. 2.21 and Eq. 2.25: 

 𝐽𝑡𝑜𝑡 = 𝑞Φ0 [1 −
exp(−𝛼𝑊𝐷)

1 + 𝛼𝐿𝑝

] +
𝑞𝑝𝑛𝑜𝐷𝑝

𝐿𝑝
 (2.26) 

   

Finally, the quantum efficiency of the device can be obtained from Eq. 2.7, 2.20 

and 2.26: 

 𝜂 =
𝐴 𝐽𝑡𝑜𝑡 𝑞⁄

𝑃𝑜𝑝𝑡 ℎ𝜈⁄
= (1 − 𝑅) [1 −

exp(−𝛼𝑊𝐷)

1 + 𝛼𝐿𝑝

] (2.27) 

   

In order to increase the efficiency of a p-i-n (or PN-junction) photodiode, the 

reflections must be minimized, as well as the percentage of light absorbed out 

of the depletion region (diffusion contribution). Furthermore, while it is 

desirable to have 𝛼𝑊𝐷 ≫ 1, it must be kept in mind that this condition tends 

to increase the transit-delay time, thus decreasing the operational speed of the 

device. Eq. 2.27 is strictly valid only for a photodiode with negligible depletion 

region recombination and surface recombination, however, in many cases, 

these approximations don’t properly describe the behavior of real devices, in 

which these kinds of phenomena are often predominant. In general, p-i-n 

photodiodes are faster and more efficient than PN-photodiodes, mainly due 

to the increased width of the depletion region (see Figure 2.7 and Figure 2.10), 

which minimizes out-of-region light absorption losses and the carriers 

diffusion contribution (much slower than the drift process). However, since p-

i-n diodes have an i-type region that increases the series resistance in the 
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equivalent circuit (see Figure 2.9), they show a slightly higher level of noise 

with respect to the PN-junction diodes. 

2.3 Plasmonics Fundamentals 

Surface Plasmon Polaritons (SPPs) are electromagnetic surface waves that 

propagate at the interface between a dielectric and a conductor and are strictly 

confined in the perpendicular direction. SPPs arise from the constructive 

interaction between an electromagnetic field and the collective electron 

oscillations (electron plasma oscillations) of a conductor. To understand the 

nature of SPPs and their fundamental characteristics, the starting point is to 

apply Maxwell’s equations103 to a flat interface between a dielectric and 

conductor materials. If there are no external charge or current density, the 

equations yield: 

 ∇ × ∇ × 𝔼 = −𝜇0

𝜕2𝔻

𝜕𝑡2
 (2.28) 

   

where 𝜇0 is the vacuum permeability and 𝔻 the displacement field. Eq. 2.28 

can be rewritten as103: 

 ∇ (−
1

𝜀
𝔼 ∙ ∇𝜀) − ∇2𝔼 = −𝜇0𝜀0𝜀

𝜕2𝔼

𝜕𝑡2
 (2.29) 

   

where 𝜀 and 𝜀0 are the dielectric permittivity of the medium and the vacuum 

dielectric constant. For negligible changes in the dielectric profile over 

distances in the order of one optical wavelength, Eq. 2.29 simplifies to the so 

called “wave equation”: 

 ∇2𝔼 −
𝜀

𝑐2

𝜕2𝔼

𝜕𝑡2
= 0 (2.30) 

   

where c is the speed of light constant. If the electric field evolves in time with 

a harmonic profile, Eq. 2.30 becomes the “Helmholtz equation”: 

 ∇2𝔼 + 𝑘0
2𝜀𝔼 = 0 (2.31) 

   

where k0 is the wave vector of the propagating wave, equal to 𝜔 𝑐⁄ = 2𝜋 𝜆⁄ . 

Considering a one-dimensional propagation geometry (see Figure 2.11), the 

“Helmholtz equation” becomes: 

 
𝜕2𝔼

𝜕𝑧2
+ (𝑘0

2𝜀 − 𝛽2)𝔼 = 0 (2.32) 
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where 𝛽 = 𝑘𝑥 is the propagation constant of the wave. An analogous equation 

can be found for the magnetic field ℍ. 

 In order to study the spatial profile and dispersion trend of a 

propagating wave at the interface, it is necessary to find the explicit equations 

for the field components of both the electric and magnetic fields. 

 

 

These equations can be found via Maxwell’s equations103, considering a 

harmonic time dependence of the wave a one-dimensional propagation 

geometry (as previously done): 

 

𝜕𝐸𝑦

𝜕𝑧
= −𝑖𝜔𝜇0𝐻𝑥  

 
𝜕𝐸𝑥

𝜕𝑧
− 𝑖𝛽𝐸𝑧 = 𝑖𝜔𝜇0𝐻𝑦  

 
𝑖𝛽𝐸𝑦 = 𝑖𝜔𝜇0𝐻𝑧  

 
𝜕𝐻𝑦

𝜕𝑧
= 𝑖𝜔𝜀0𝜀𝐸𝑥  

 
𝜕𝐻𝑥

𝜕𝑧
− 𝑖𝛽𝐻𝑧 = −𝑖𝜔𝜀0𝜀𝐸𝑦  

 
𝑖𝛽𝐻𝑦 = −𝑖𝜔𝜀0𝜀𝐸𝑧  

(2.33.1) 

 

(2.33.2) 

 

(2.33.3) 

 

(2.33.4) 

 

(2.33.5) 

 

(2.33.6) 

   

Two sets of solutions can be found for the previous equations, one set for each 

type of polarization that the propagating waves can possess. The first set, 

associated with a polarization state that leaves only the Ex, Ez and Hz field 

Figure 2.11:  Schematic representation of a one-dimensional propagation geometry at the 

interface between a dielectric and a conductor. The wave (red curve) propagates along 

the x-axis and no spatial variation is present along the perpendicular y-axis. 𝑧 = 0 is set at 

the interface between the two materials. 
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components nonzero, comprises the Transverse Magnetic (TM) modes, while 

the other set, leaving the Hx, Hz and Ez field components nonzero, comprises 

the Transverse Electric (TE) modes. TM modes are governed by the following 

equations: 

 

𝜕2𝐻𝑦

𝜕𝑧2
+ (𝑘0

2𝜀 − 𝛽2)𝐻𝑦 = 0 

 

𝐸𝑥 = −𝑖
1

𝜔𝜀0𝜀

𝜕𝐻𝑦

𝜕𝑧
 

 

𝐸𝑧 = −
𝛽

𝜔𝜀0𝜀
𝐻𝑦 

(2.34.1) 

 

(2.34.2) 

 

(2.34.3) 

   

TE modes follow these equations, instead: 

 

𝜕2𝐸𝑦

𝜕𝑧2
+ (𝑘0

2𝜀 − 𝛽2)𝐸𝑦 = 0 

 

𝐻𝑥 = 𝑖
1

𝜔𝜇0

𝜕𝐸𝑦

𝜕𝑧
 

 

𝐻𝑧 =
𝛽

𝜔𝜇0
𝐸𝑦  

(2.35.1) 

 

(2.35.2) 

 

(2.35.3) 

   

The simplest geometry that can sustain SPPs is a single interface 

between a non-absorbing dielectric and a metal (see Figure 2.12). 

 

 

 

Solving the TM modes equations for both the half-spaces (𝑧 > 0 dielectric, 𝑧 <

0 metal) leads to: 

 𝐻𝑦(𝑧) = 𝐴𝑑 exp(𝑖𝛽𝑥) exp(−𝑘𝑑𝑧) (2.36.1) 

Figure 2.12:  Schematic representation of the simplest geometry that can support SPPs: a 

flat interface between a dielectric and a metal. 
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𝐸𝑥(𝑧) = −𝑖𝐴𝑑

1

𝜔𝜀0𝜀𝑑
𝑘𝑑 exp(𝑖𝛽𝑥) exp(−𝑘𝑑𝑧) 

 

𝐸𝑧(𝑧) = −𝐴𝑚

𝛽

𝜔𝜀0𝜀𝑑
exp(𝑖𝛽𝑥) exp(−𝑘𝑑𝑧) 

 

(2.36.2) 

 

(2.36.3) 

   

for 𝑧 > 0, and: 

 

𝐻𝑦(𝑧) = 𝐴𝑚 exp(𝑖𝛽𝑥) exp(𝑘𝑚𝑧) 

 

𝐸𝑥(𝑧) = −𝑖𝐴𝑚

1

𝜔𝜀0𝜀𝑚
𝑘𝑚 exp(𝑖𝛽𝑥) exp(𝑘𝑚𝑧) 

 

𝐸𝑧(𝑧) = −𝐴𝑚

𝛽

𝜔𝜀0𝜀𝑚
exp(𝑖𝛽𝑥) exp(𝑘𝑚𝑧) 

(2.37.1) 

 

(2.37.2) 

 

(2.37.3) 

   

for 𝑧 < 0. Am and Ad are the areas of the metal and dielectric, 𝜀𝑚 and 𝜀𝑑 are 

their dielectric functions, 𝑘𝑚 and 𝑘𝑑 are the components of the wave vector of 

the propagating wave perpendicular to the interface, considered into the two 

media. The reciprocal values of the perpendicular components give the 

evanescent decay length of the wave field inside the two materials and 

quantifies its confinement. Continuity conditions of the fields across the 

interface requires that 𝐴𝑚 = 𝐴𝑑 and 

 
𝑘𝑑

𝑘𝑚
= −

𝜀𝑑

𝜀𝑚
 (2.38) 

   

If 𝜀𝑑 > 0 (most of the cases), Eq. 2.38 is satisfied only when 𝑅𝑒[𝜀𝑚] < 0. 

Therefore, the surface wave can only exist at the interface between to material 

with dielectric functions of the opposite sign (a conductor and a dielectric, 

precisely). For a metal, 𝑅𝑒[𝜀𝑚] < 0 is a condition that is satisfied for 

frequencies below the bulk plasmon frequency 𝜔𝑝
103. The expression for Hy 

must also satisfy the “wave equation” in Eq. 2.34.1, leading to: 

 
𝑘𝑚

2 = 𝛽2 − 𝑘0
2𝜀𝑚 

 
𝑘𝑑

2 = 𝛽2 − 𝑘0
2𝜀𝑑  

(2.39.1) 

 

(2.39.2) 

   

Combining these two equations with Eq. 2.38 yield the dispersion relation of 

SPPs on flat interfaces in a bi-layer geometry: 

 𝛽 = 𝑘0√
𝜀𝑚𝜀𝑑

𝜀𝑚 + 𝜀𝑑
 (2.40) 
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The same procedure can also be applied to the TE modes of propagation, 

however, in this case, it is found that it is not possible to satisfy the continuity 

conditions of the fields at the interface, and, thus, no SPPs are supported by 

TE modes103. 

 Figure 2.13 shows an example of a dispersion relation profile of an SPP 

propagating at the interface between a metal with negligible absorption (its 

dielectric function is entirely real) and air or silica. Due to its bound nature, 

the SPP for both interfaces always lies at greater wave vectors than the 

corresponding light lines, approaching them asymptotically. This means that 

specific wave vector-matching techniques are necessary in order to excite an 

SPP using, for example, a light beam. The most common approaches for 

exciting an SPP will be briefly discussed in a later paragraph. 

 

 

In real metals, free-electron and inter-band damping are non-negligible, 

therefore the dielectric function is complex. A complex 𝜀𝑚 means that the SPPs 

are damped while propagating, with a finite propagation length 𝐿 =

(2𝐼𝑚[𝛽])−1 typically of the order of 10-100 μm (in the visible and near-infrared 

range). Limiting the propagation length implies that both the supported 

Figure 2.13:  Dispersion relation of SPPs propagating at the interface between an ideal 

metal and air (grey curves) or silica (black curves). The axes’ scales are normalized to the 

bulk plasma frequency of the metal. The plot shows both real (continuous curves) and 

imaginary (dashed curves) parts of the wave vector 𝛽. Adapted from “Plasmonics: 

Fundamentals and applications” (Springer, 2007). 
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wavelengths and the amount of confinement along the z-axis are being 

limited. A “quasibound” leaky mode of propagation is now allowed, in 

contrast to the ideal metal case. A typical trade-off of real SPPs is that between 

localization and energy losses: the better the confinement, the more losses the 

SPPs suffer (the shorter their propagation length). 

 Increasing the complexity of the system geometry increases the number 

of supported SPPs. If we consider a metal slab immersed in a dielectric 

environment (a tri-layer system), we can support up to two SPPs, one for each 

interface (see Figure 2.14). It has also been demonstrated that if the thickness 

of the metal slab is of the order of the SPPs penetration depth, the plasmons 

wave can also strongly interact with each other104–107. 

 

 

Using the same procedure previously used for deriving the TM modes 

fundamental equations and the dispersion relation in the bi-layer geometry, 

an implicit dispersion relation for the SPPs of this system can also be found103:  

 exp(−4𝑘𝑚𝑎) =
𝑘𝑚 𝜀𝑚⁄ + 𝑘𝑑1 𝜀𝑑1⁄

𝑘𝑚 𝜀𝑚⁄ − 𝑘𝑑1 𝜀𝑑1⁄

𝑘𝑚 𝜀𝑚⁄ + 𝑘𝑑2 𝜀𝑑2⁄

𝑘𝑚 𝜀𝑚⁄ − 𝑘𝑑2 𝜀𝑑2⁄
 (2.41) 

   

where d1 is the lower dielectric semi-space, d2 the upper dielectric semi-space 

and a is the half-thickness of the metal slab. In general, Eq. 2.41 has four 

solutions, two “bounded” modes (like regular SPPs) and two “leaky wave” 

modes, with much higher propagation lengths and a lower degree of 

confinement12. 

As previously stated, it is not possible to excite an SPP on a flat interface 

unless k-matching techniques are employed. The two most common 

techniques are called “prism coupling” and “grating coupling”. In prism 

coupling, a dielectric prism is usually put in contact with a thin metal layer 

with another (lower 𝜀) dielectric on the other side. A beam reaching the 

interface between the prism and the metal at an incidente angle 𝜃, will have 

Figure 2.14:  Schematic representation of a tri-layer geometry that can support two SPPs 

propagating along the two metal/dielectric interfaces. 
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an in-plane wave vector component 𝑘𝑥 = 𝑘√𝜀 sin(𝜃) that is sufficient to excite 

the SPP on the opposite interface (usually air/metal), see Figure 2.15. In 

practice, the excitation of the SPP manifests itself as a dip in the reflection 

spectrum of the incident beam. The prism/metal/lower-𝜀 dielectric 

configuration is known as the Kretschmann configuration108. 

 

Another possible configuration for prism coupling is the Otto configuration, 

in which the prism is slightly separated from the metal slab by a thin air 

layer109. Due to total internal reflection at the prism/air interface, an SPP on the 

metal/air surface can be excited via tunneling. This setup is preferred when 

direct contact between the prism and the metal must be avoided (e.g. surface 

quality studies). For a schematic representation of the two prism coupling 

configurations, see Figure 2.16.   

 

Figure 2.15:  Example of dispersion relation after prism coupling. Note that, while the 

metal/air SPP curve crosses the prism light line, thus becoming excitable, the metal/prism 

SPP curve continues to be always on the right side of the light line. Adapted from 

“Plasmonics: Fundamentals and applications” (Springer, 2007). 
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Both prism coupling techniques are also suitable to excite SPPs in tri-layer 

systems (“bounded” and “leaky waves”), using index-matching oils as one of 

the dielectric layers110. 

 An alternative method to provide the required wave vector-matching 

for the excitation of SPPs is given by the grating-coupled technique. A grating 

is a periodic pattern (usually mono-dimensional) fabricated on the 

metal/dielectric interface where you want to excite an SPP, with a periodicity 

p of the same order of magnitude of the incident wavelength111–113. See Figure 

2.17 for an example of grating coupling.  

When the incident light is diffracted by a grating structure, the grating 

momentum, given by the Bragg vector modulus 𝐺 = 2𝜋 𝑝⁄ , can be added to 

the light in-plane momentum 𝑘𝑥 = 𝑘 sin(𝜃) in order to achieve the wave 

vector-matching conditions114,115. The SPP propagation constant than becomes: 

Figure 2.17:  Schematic representation of a grating structure for wave vector-matching. 

Figure 2.16:  Schematic representation of the Kretschmann (left) and Otto (right) 

configuration, for prism coupling wave vector-matching. 
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 𝛽 = 𝑘 sin(𝜃) ± 𝑛𝐺 (2.42) 

   

where n is an integer number associated with the diffraction order responsible 

for the matching (usually the first order of diffraction). Again, the SPP 

excitation can be detected as a dip in the reflection spectrum of the incident 

light. The granting can also be fabricated on a dielectric substrate, instead of 

directly on metal116, and by carefully tailoring its shape and other structural 

properties it is possible to influence the SPPs propagation direction, even 

achieving focusing117–120. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



38 
 

Chapter 3 

Simulations 

In this chapter, we describe all the structures’ simulations and physical 

considerations that must be done before fabricating any plasmonic device. In 

§3.1 we talk about how to properly choose the right materials for the 

plasmonic structure in order to maximize the enhancement effect within the 

constraints of an “integration” approach. In §3.2 we describe in detail the 

physical nature of the resonances of our system and how their peculiar hybrid 

essence is the central pillar of our absorption enhancement structure. Finally, 

in §3.3 we briefly show how to switch from a simple 2-D grating model to a 

more realistic, and polarization independent, 3-D “nanodots” array, while 

keeping all the performance enhancement from the traditional 2-D structure. 

3.1 Choosing the Right Materials 

Unlike many other research cases, our substrate, on top of which the 

plasmonic structure will be built, cannot be chosen at our discretion: it is a p-

i-n photodiode fabricated in batch by the FBK micro-fabrication laboratories, 

following a precise and already optimized procedure. Therefore, our choice of 

materials (and fabrication techniques, see Chapter 4) is significantly more 

limited than usual, due to the “integration” nature of our work. For our 

purposes, the active area of the photodiode can be schematized by a bi-layer 

comprising relatively thick silicon (Si) slab of ~2 μm and a thin film of dielectric 

on top that serves both as a passivation layer and a protective coating for the 

active silicon region. Using silicon as the active area material brings several 

advantages over other possible choices (e.g. germanium): it’s a relatively 

cheap semiconductor, its available on the market with a very high degree of 

purity and well-controlled optical/electrical properties, it is fully compatible 

with the CMOS fabrication process, and it can be processed into thin active 

layers, perfectly fitted for fast devices with small pixels (ideal for NIR photons 

detection). The dielectric layer cannot be neglected when simulating the 

plasmonic structure and is usually made of silica (SiO2) or silicon nitride 

(Si3N4). Furthermore, an effort should be made in order to try to effectively 

use aluminum (Al), instead of the much more common and performant silver 

(Ag), as the plasmonic metal, because of its higher compatibility with the 

photodiode fabrication process-flow (silver and gold are considered silicon 
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contaminants in the semiconductor industry, thus preventing any use in the 

same production line as the photodiodes), in light of a possible future switch 

to serial production of the enhanced device. 

 As our starting point for simulating the plasmonic grating, we choose 

to use Al as plasmonic metal and SiO2 as dielectric layer. The simulations are 

carried out using COMSOL Multiphysics™ as the go-to software. COMSOL 

uses the Finite Elements Method (FEM) in order to find the (approximated) 

description of the electro-magnetic field in our system121. The FEM simulation 

workflow can be schematized as follow: 

1. Computer Aided Design (CAD) modeling of the system. 

 

2. Discretization of the CAD model into a grid (mesh) made by primitives 

(e.g. triangles, squares, tetrahedrons, hexahedrons, etc.). 

 

3. Solving the differential equations of the electromagnetic field inside 

each primitive domain by approximating them as a linear combination 

of “form functions” (polynomials). 

 

4. Combine all the primitive solutions in order to find the total 

(approximated) electromagnetic field of the system. 

 

 

A quick COMSOL simulation for a base monolayer of Si (dielectric constant 

taken from the M. Green set122) gives us the native absorption of 2 μm of silicon 

at our design wavelength (𝜆 = 950 nm, normal incidence, 1 W incident power 

via a COMSOL Periodic Port input). Due to the proximity to the silicon 

bandgap, only ~2% of the incident light power is absorbed inside the active 

Figure 3.1:  Example of a mesh-discretized CAD model in COMSOL (left) and its 

calculated electric field norm (right), expressed in terms of a color scale.  
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area of the photodiode, approximately estimated by COMSOL via integration 

of the total dissipated power density (“emw.Qh” calculated variable) over the 

Si active area (see Figure 3.2). This is in line with the absorption coefficient of 

Si from literature122. 

 

If we add a layer of SiO2 to our model and we calculate the percentage of 

incident power absorbed by the active Si, we find that there is already some 

degree of improvement from the “naked” Si situation (Pabs ~2.8%).  

Figure 3.2:  Incident light power absorbed by 2 μm of Si (𝜆 = 950 nm). The light comes 

from the top and travel downward.  

Figure 3.3: (A) Incident light power absorbed by 2 μm of Si (𝜆 = 950 nm) in a Air/SiO2/Si 

system, as a function of SiO2 thickness. (B) Reflectance spectrum of the same system, as a 

function of SiO2 thickness. It is clearly visible that minima in the reflectance corresponds 

to maxima in the power absorbed, the typical behavior of an anti-reflection coating. (C) 

The maximum absorbed light is increased with respect to the “naked” Si model. The light 

comes from the top and travel downward.  
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This increase in absorbed light comes from a simple anti-reflection effect of the 

thin silica layer that only strictly works for normal incidence123. 

In order to try to increase further the absorption at 950 nm, we introduce 

a plasmonic grating into the system. The first plasmonic COMSOL model we 

consider is an “open” 2-D Al grating made of slits with a periodic interval p 

along the x-axis and supposed “infinitely” long along the z-axis (see Figure 

3.4). This simplified geometry allows us to consider only the TM polarization 

modes for the incident light (TE modes do not support SPPs) and to minimize 

the percentage of light absorbed by the metal (lost, in terms of photodetection 

performance), which has a significantly high absorption coefficient at 950 

nm124. 

 

 

In order to reduce the computational power required by COMSOL to simulate 

this structure, we design only the fundamental periodic cell (the minimum 

repeating unit) of the grating and, then, set Periodic Boundary Conditions at 

the edges (with a Floquet periodic vector given by the wave vector of the 

incident light), mimicking an infinite number of cells in both directions along 

the x-axis. A quick initial p-scan at fixed SiO2 thickness (10 nm), Al thickness 

(100 nm) and Duty Cycle (DC = 50%, the ratio of the slit x-width to the period 

of the grating) yields interesting results. 

Figure 3.4:  Schematic representation of the 2D “open” grating model used as the base 

COMSOL plasmonic geometry for our studies. The isolated Al slits minimize the SiO2/Si 

surface area covered by the metal, thus reducing the “lost” light power absorbed directly 

by the aluminum. Periodic Boundary Conditions at both edges of the periodic cell 

drastically reduce the computational load and speed-up the calculations. 
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Looking at the Si light power absorbed curve, we can clearly distinguish three 

small resonance peaks at precise values of p (270 nm, 530 nm, 800 nm). These 

promising resonances are obviously unoptimized, therefore we must proceed 

to systematically change all the grating parameters (dielectric and metal 

thickness, and DC) and study their effect on the absorption of the active area. 

This procedure must be repeated iteratively, due to the interconnections 

between the effect of each parameter, until a “convergence” to the maximum 

value of absorbed power is reached. The optimization can be easily and 

reliably performed by the COMSOL Optimization Module, using a Coordinate 

Search (derivative-free) Optimization algorithm set to explore a relatively 

large parameters space (±50% of the starting values). The CSO algorithm starts 

with an evaluation of the “objective function” (the power absorbed inside the 

active Si, in our case) at the initial coordinates set in the parameter space. Then, 

it proceeds to a small environmental search, selecting one point in each 

parameter axis to check for an improvement of the objective function (the 

search distance from the current location can be tuned by the user). If an 

improvement is found, the new coordinates are selected as the new base 

location for the next environmental search, otherwise the search distance is 

Figure 3.5:  Incident light power absorbed by 2 μm of Si (𝜆 = 950 nm) in a Air/Al/SiO2/Si 

system, as a function of the grating period. The largest contribution to the total absorbed 

power (red curve) is given by the light absorbed by the metal (green curve), however, 

three small resonance peaks can be seen at specific values of p in the absorption curve of 

the active silicon (blue curve). 
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halved, and the step repeated. Being a derivative-free optimization algorithm, 

CSO is ideal to use whenever a model optimization involves design 

parameters, such as parameters which control the model’s geometry. The best 

set of grating parameters that (approximately) maximize all the resonances 

are: SiO2 thickness = 4 nm, Al thickness = 180 nm and DC = 87%. The optimized 

p-scan can be seen in Figure 3.6. For all three values of p, the resonance peaks 

increase the power absorbed by the silicon by four times the original 

“intrinsic” Si absorption (Pabs ~8% versus Pabs ~2%). 

 

 

The second resonance peak (p ~530 nm) seems to be slightly higher than the 

other two, thus becoming the favored candidate for further studies. 

In order to be sure of the physical “reality” of these resonances, 

avoiding any possible artifact due to the specific calculation method used by 

COMSOL, we can perform the same simulation (with identical parameters) 

using a custom MatLab script that makes use of the Transfer Matrix Method 

(TMM), originally developed for spheroids and other simple geometric shapes 

(like our case of a metal slab)125–127, but eventually extended to more complex, 

anisotropic and layered systems128. From the side-by-side comparison of the 

two methods (see Figure 3.7) any possible doubt of software artifacts is erased: 

both FEM and TMM show resonance peaks at the exact same periodicities, 

with height differences within a few percentages. 

Figure 3.6:  Incident light power absorbed by 2 μm of Si (𝜆 = 950 nm) in a Air/Al/SiO2/Si 

system, as a function of the grating period, with optimized grating parameters. 
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As previously mentioned, the addition of an Al grating on top of the 

photodetector active area increases the percentage of light power absorbed by 

the silicon (at 950 nm) by five times its original value. However, from a 

practical point of view, the simulations highlight a couple of limitations of this 

system. First, the required silica thickness for a maximized resonance effect is 

~4 nm, which is very thin and difficult to produce in a controlled and 

reproducible way with the standard thermal growth process (part of the FBK 

production workflow). Furthermore, a dielectric layer so thin does not 

properly work as a passivation/protection layer for the photodiode, 

compromising the performance of the whole device. Second, an 8% light 

absorption efficiency in the near-infrared is significant, however, the same 

result could be achieved more easily by simply increasing the thickness of the 

silicon depletion region to 6-8 μm, which is still feasible (from a micro-

fabrication point of view) without compromising much the overall 

performance of the photodiode. In order to address these problems, two 

materials could be changed: the dielectric of the passivation layer and the 

plasmonic metal. We choose to switch from SiO2 to Si3N4 (another CMOS-

compatible dielectric) and from aluminum to silver (much lower absorption 

coefficient, better plasmonic performance in the NIR). Using Ag as the 

plasmonic metal is tricky because it tends to tarnish relatively quickly when 

exposed to air, which makes difficult both to preserve the long-term 

performance of the grating and to use an adequate set of optical parameters 

that let us simulate its real behavior as a plasmonic metal. Usually, the 

oxidation problem is solved by capping the Ag grating with a layer of SiO2 

that prevents the air from reaching the metal surface. However, there is still 

Figure 3.7:  Example of a comparison between simulations performed with COMSOL 

(FEM) and MatLab (TMM). There are no significant differences between the results. 
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much debate around what is the best measured Ag dielectric function 

available in the literature. 

 

 

The two most common sources for Ag optical data are Palik’s 1985 handbook129 

and Johnson and Christy (J&C) tabulation130. However, they are inconsistent 

and proved to give significantly different results (J&C tends to under-estimate 

the absorption behavior of the metal, while Palik is prone to over-

estimation)131,132. Recently, M. Green et al.133 published a new set of data 

claiming to have solved any inconsistency and oxidation-related problem 

associated with the Ag dielectric function measurement. We choose to perform 

an in-house measurement of the optical properties of our Ag and to compare 

the results with the classical J&C set and the new Green set. A ion-beam 

evaporated Ag layer of known thickness (measured by Secondary Ion Mass 

Spectrometry, SIMS) on top of a silicon wafer substrate is measured using a 

variable wavelength ellipsometer situated inside a clean-room at FBK 

laboratory, in order to minimize any possible contamination, within minutes 

from the deposition. The refractive index n and the imaginary part k are 

derived from the amplitude ratio and the phase variation between the incident 

radiation and the reflected light, measured by the ellipsometer at different 

wavelengths134. The results are shown in Figure 3.9. 

 

 

 

 

Figure 3.8:  Real part (left) and imaginary part (right) of the dielectric functions for Al 

(red curve), Au (green curve) and Ag (blue curve). Ag has the lowest imaginary part of 

the three plasmonic metals. The peaks at ~800nm in the Al curves are associated with an 

inter-band transition. Adapted from  Gérard, D. & Gray, S. K. Aluminium plasmonics. J. 

Phys. D. Appl. Phys. 48, 184001 (2015). 
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The measured refractive index n behavior follows closely the tabulated data 

from Green et al., while k seems to match J&C data (probably due to some 

minimal degree of Ag oxidation). Following these results, we use the “mixed” 

Green-J&C (real-imaginary) set of optical properties as our base for simulating 

the plasmonic properties of the Ag grating. After repeating the same 

optimization process as previously performed for the Al grating (but 

introducing the silica capping height as another structural parameter to be 

optimized), the new Ag grating on silicon nitride seems to perform even 

better, with the dielectric height increasing from 4nm to 11nm (much more 

feasible and useful as a passivation layer for the photodiode) and the power 

absorbed inside the active area thickness increasing by three times, from ~8% 

to ~25%, mostly due to the drastic decrease of the metal absorption coefficient. 

 

Figure 3.9:  Comparison between the refractive index (left) and imaginary part (right) of a 

silver film measured at FBK with the tabulated data from Green et al. and J&C. 

Figure 3.10:  Schematic representation of the Ag grating on silicon nitride, protected by a 

silica capping layer. 
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3.2 The Physical Nature of the Resonances 

Figure 3.12 shows a comparison between the shape of a typical plasmonic 

resonance peak and the shape of our resonance peak at p = 530 nm. As can be 

seen, our resonance peak is much more asymmetric than a regular plasmonic 

peak. These marked differences in shape suggest a different (at least in part) 

nature for our resonances. A quick comparison of the electromagnetic fields 

simulated by COMSOL of a reference plasmonic resonance and our peak 

further reinforces this idea (see Figure 3.13). Studying the field of our 

resonance peak is a good starting point for trying to better understand its 

physical nature. From the COMSOL simulation, three different contributions 

to the total field can be identified. On the upper interface SiO2/Ag, the double-

lobe field profile visible in the Ey-component plot undoubtedly identifies a 

plasmonic resonance (dipole) mode.  

Figure 3.11:  Incident light power absorbed by 2 μm of Si (𝜆 = 950 nm) in a 

Air/ SiO2/Ag/Si3N4/Si system, as a function of the grating periodicity, with optimized 

grating parameters. Note that the reduced absorption coefficient of Ag with respect to Al 

allows for a much higher Si absorption peak at the resonance periodicity (blue curve), 

comparable to the power dissipated by the metal grating (green curve). Changing metal 

for the plasmonic grating does not shift the position of any resonance (but changes the 

required structural parameters). 
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The multi-lobe profile at the lower interface Ag/Si3N4, visible in both the          

Ey-component and Ex-component plots, similarly identifies another (higher 

order) plasmonic mode. Instead, the reverse cone profile visible in the                        

Ey-component plot, which seems to channel the incident light through the 

Figure 3.12:  Comparison between a reference (generic) plasmonic peak profile (left) and 

our p = 530 nm resonance peak profile (right). The differences in shape are clearly visible. 

Figure 3.13: (A) y-component electric field plot of a reference pure plasmonic resonance 

(adapted from Byrne et al., “Controlled surface plasmon enhanced fluorescence from 1D 

gold gratings via azimuth rotations”, 2017). (B) y-component electric field plot of the p = 

530 nm resonance of our system. (C) x-component electric field plot of the p = 530 nm 

resonance of our system. (D) electric field norm plot of the p = 530 nm resonance of our 

system. (E) magnetic field norm plot of the p = 530 nm resonance of our system. 
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apertures between the metal slits, is characteristic of a different kind of 

plasmonic effect, named Extraordinary Optical Transmission (EOT)135. 

 Light transmitting through a single or multiple apertures is 

accompanied by diffraction, due to the wave nature of the radiation. This 

process can be described using several kinds of approximations136, but in 

general, light impinging onto an aperture with radius 𝑟 ≫ 𝜆 (Fraunhofer 

diffraction) produce a transmitted intensity per unit solid angle in the far field 

equal to135: 

 𝐼(𝜃) ≅ 𝐼0

𝑘2𝑟2

4𝜋
|
2𝐽1(𝑘𝑟 sin(𝜃))

𝑘𝑟 sin(𝜃)
|

2

 (3.1) 

   

where I0 is the total incident light intensity, 𝜃 the angle between the aperture 

normal and the direction of the transmitted light, and 𝐽1(𝑘𝑟 sin(𝜃) the Bessel 

function of the first kind. Eq. 3.1 describe the usual Airy pattern of a central 

bright spot surrounded by concentric rings of decreasing intensity (caused by 

the constructive and destructive interference between the transmitted rays). 

The ratio of transmitted intensity to incident intensity (transmission 

coefficient) is given by: 

 𝑇 =
∫ 𝐼(𝜃)𝑑Ω

𝐼0
 (3.2) 

   

In the Fraunhofer regime, 𝑇~1. However, when the aperture radius becomes 

very small, 𝑟 ≪ 𝜆, near-field effects start to dominate the response and the 

Fraunhofer description of the transmitted light is no longer viable. Bethe and 

Bouwkamp arrived at an exact analytical solution to this problem, assuming 

that the incident light impinges at normal incidence and its intensity remains 

constant over the whole sub-wavelength aperture area (supposed perfectly 

opaque and infinitely thin)137–139. Following their approach, the new 

transmission coefficient is: 

 𝑇 =
64

27𝜋2
(𝑘𝑟)4 ∝ (

𝑟

𝜆
)

4

 (3.3) 

   

Eq. 3.3 implies a very weak, almost zero, total transmission intensity. Relaxing 

all the Bethe and Bouwkamp approximations lead to similar results but 

require numerical simulations for solving the problem. The transmitted 

intensity through sub-wavelength apertures can be dramatically enhanced by 

periodic metal gratings. This structures can support SPPs that significantly 

increase the electromagnetic field above the apertures if properly coupled, 

leading to a transmission coefficient that peaks at the plasmonic excitation 

wavelength a can become even greater than one, meaning that more light 

passes through the holes than impinges on their total area. This phenomenon 

is commonly called Extraordinary Optical Transmission140–142. 
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 Therefore, the resonance peak we are considering in our system seems 

to comprise an upper interface dipole SPP coupled to an EOT mode inside the 

apertures between the metal slits that significantly increases the amount of 

light intensity passing through the grating, enabling the efficient excitation of 

another lower interface quadrupole SPP. This triple matching configuration is 

a well-known phenomenon and is exploited in another type of detector in 

order to increase its performance143. However, this description still does not 

include all the features that can be identified observing the electromagnetic 

field plots. In fact, looking at the magnetic field norm plot in Figure 3.13, none 

of the previously cited effects can be associated with the long tails that stretch 

inside the Si active area, effectively causing the drastic increase in the 

absorption efficiency at 950 nm. A simple SPP would confine the light inside 

a much tighter region (a few hundreds of nanometers), while in our case the 

simulations tell us that the tails extend into the semiconductor up to a 

hypothetical thickness of 5 μm. See Figure 3.14 for a visual comparison of the 

difference in confinement between a common (triple-matched) SPP (without 

the nitride layer) and our case. 

 

 

 

Figure 3.14: Comparison between the magnetic field norm plot of a triple-matched SPP 

(left) and the peculiar resonance of our system (right). 
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In order to identify the last contribution to our resonance peak, we 

perform a systematic study of absorbed power and reflectance as a function of 

both periodicity and incident wavelength, while also varying the thickness of 

the silicon nitride layer, which seems to be somewhat connected to the “tails 

effect”. The absorption and reflectance maps produced by this study can be 

seen in Figure 3.15. The first information that the maps give us is that the 

dispersion relation (from Eq. 2.40, the relation between the propagation 

constant 𝛽, which depends on the period for grating coupling excitation, and 

the dielectric function of the metal/dielectric, which depends on the incident 

wavelength) of the lower interface SPP changes with varying nitride layer 

thickness. This suggests that even very thin passivation layers affect the lower 

interface SPP propagation. The effect is particularly visible in the Pabs Ag maps 

for increasing Si3N4 thickness. The second fundamental information that can 

be extrapolated from the maps, especially the Pabs Si and R maps, is that there 

is some sort of “light line” that does not change or shift by varying the nitride 

thickness, thus must be independent from it, and that causes the SPP to 

“vanish” once crossed, while also increasing the power absorbed by the active 

area. From the behavior of the SPP at varying nitride thickness, we can 

approximate the dispersion relation equation that governs the lower interface 

plasmon. We know from Chapter 2 that the general form of a dispersion 

relation is given by Eq. 2.40. Combining Eq. 2.40 with Eq. 2.42 for the 

propagation constant in a grating coupling configuration, we obtain: 

 
𝑝 =

𝑛2𝜋

2𝜋
𝜆 √

𝜀𝑑𝜀𝑚

𝜀𝑑 + 𝜀𝑚
− 𝑘𝑖𝑛𝑐 sin(𝜃𝑛)

 
(3.4) 

   

As previously mentioned, the SPP is affected by the thin dissipation layer, 

therefore 𝜀𝑑 must include also a (variable) contribution from the Si3N4 optical 

properties. This contribution can be calculated using the Effective Medium 

Approximation (EMA). EMA treats the underlying layers as an effective 

medium whose effective dielectric function 𝜀𝐸𝑀𝐴  is determined by the sum of 

all contributions from the layers weighed by their distance from the interface, 

using the exponential decay of the SPP field144,145. For a system made of N 

layers, each of thickness di and permittivity 𝜀𝑖, the effective dielectric function 

can be described as: 

 𝜀𝐸𝑀𝐴 =
2

𝛿𝑑
∑ ∫ 𝜀𝑖 exp (−2

𝑦

𝛿𝑑
)

𝑑𝑖−1+𝑑𝑖

𝑑𝑖−1

𝑑𝑦

𝑁

𝑖=1

 (3.5) 

   

where 𝛿𝑑 is the SPP penetration depth into the dielectric multi-layer and y is 

the direction perpendicular to the multi-layer system. Since also the 

penetration depth depends on 𝜀𝐸𝑀𝐴 , according to: 
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Figure 3.15: Absorption and reflectance maps for different values of Si3N4 thickness 

(rows). The dotted curves represent the calculated lower interface SPP dispersion relation 

profile (white dots) and the Rayleigh singularity profile for the second order of 

diffraction (black dots). 
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 𝛿𝑑 =
𝜆

2𝜋
√

𝜀𝐸𝑀𝐴 + 𝜀𝑚

−𝜀𝐸𝑀𝐴
2  (3.6) 

   

an iterative calculation carried out until convergence is reached must be 

performed in order to solve Eq. 3.5. We used a custom MatLab script in order 

to iterative calculate the 𝜀𝐸𝑀𝐴  of our 𝑆𝑖3𝑁4/Si dielectric bi-layer. The lower 

interface SPP is excited by some order of diffraction of the transmitted light 

coming out from the apertures between the metal slits (via EOT coupling), 

therefore, kinc is given by: 

 𝑘𝑖𝑛𝑐 =
2𝜋

𝜆
𝑛𝑆𝑖3𝑁4

(𝜆) (3.7) 

   

where 𝑛𝑆𝑖3𝑁4
(𝜆) is the refractive index of the nitride layer. The last two 

parameters of Eq. 3.4 that must be considered are the order of diffraction that 

excite the SPP (n) and the angle of propagation of this order (𝜃𝑛). The angle of 

propagation is difficult to evaluate a priori because it depends from the exiting 

angle of the transmitted light passing through the apertures thanks to the EOT 

effect, as can be seen using the grating equation146: 

 𝑛𝐸𝑀𝐴(𝜆) sin(𝜃𝑛) = 𝑛𝑆𝑖𝑂2
(𝜆) sin(𝜃𝑒𝑥𝑡) −

𝑛𝜆

𝑝
sin(𝜙) (3.8) 

   

where 𝑛𝐸𝑀𝐴(𝜆) is the refractive index of the effective medium, 𝜃𝑒𝑥𝑡 is the angle 

at which the light exists the apertures an 𝜙 is the grating in-plane orientation 

(sin(𝜙) = 1 for TM mode incident light).  

 

Figure 3.16: Schematic representation of the light passing through the apertures between 

the metal slits via Extraordinary Optical Transmission. 
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However, it can be fitted a posteriori to the profile seen on the maps if it is the 

only unknown parameter. The number of the diffraction order n can be 

deducted considering the other interesting phenomenon previously 

mentioned, the “light line”. A description of a phenomenon produced by the 

diffraction from a periodic grating that depends only from the period and the 

incident wavelength can be found in the literature examining the work of 

Robert W. Wood on the so-called Wood’s anomalies112. In general, Wood’s 

anomalies are abrupt variations in the transmitted (diffracted) spectrum of 

light passing through a grating (not necessarily of plasmonic nature). There 

are two types of anomalies. The Type 1 is known as Rayleigh singularities112 

and corresponds to variations in the spectrum due to the intensity modulation 

of diffracted orders by the onset or disappearance of other diffracted orders. 

The inequation that governs the singularities is: 

 𝑝 >
𝑛𝜆

𝑛𝑠𝑢𝑏
 (3.9) 

   

where n is, again, the number of the order of diffraction that starts to propagate 

if Eq. 3.9 is satisfied and nsub is the refractive index of the substrate into which 

the diffracted light propagates. Plotting the trend of Eq. 3.9 onto the absorption 

and reflectance maps (using 𝑛𝑠𝑢𝑏 = 𝑛𝑆𝑖, as it appears to be independent from 

the nitride layer) shows that the “light line” is actually the Rayleigh singularity 

for the second order of diffraction of the light passing through the apertures 

(𝑛 = 2, see black curves in Figure 3.15). Following this consideration, 

substituting 𝑛 = 2 in Eq. 3.4 and combining it with Eq. 3.5 and Eq. 3.7 we find 

that the SPP on the maps can be described by a dispersion relation which 

implies a Si3N4-“confined” second order of diffraction (capable of propagating 

into the nitride thin layer but not into the silicon underneath) that excite the 

plasmon by impinging on the lower interface of the grating with an average 

(fitted) angle of 5-10° (see Figure 3.16 for 𝜃 orientation, see white curves in 

Figure 3.15). This order can start the propagation of the SPP only while is 

“confined” into the passivation layer. When the dispersion curve crosses the 

singularity line (increasing the nitride thickness), the 𝑛 = 2 starts to propagate 

into the Si active area and the SPP vanishes. In the special conditions when the 

SPP dispersion curve “couples” with the Rayleigh singularity, our resonance 

peak appears, and the Si absorption is enhanced. These conditions are met 

when the SPP lays slightly above the singularity line in the maps, but it does 

not vanish yet (becoming a “leaky wave”). It can be shown that all three 

resonances (𝑝 = 270 , 𝑝 = 530 and 𝑝 = 800) derive from the “coupling” 

between an SPP dispersion curve and a Rayleigh singularity (𝑛 = 1, 𝑛 = 2 and 

𝑛 = 3, respectively). These “hybrid” opto-plasmonic resonances fall into the 

Type 2 category of Wood’s anomalies, which comprises resonance conditions 

arising from “leaky waves” modes (the “tails” on the maps) supported by the 
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grating (see Chapter 2, §2.3)147. Type 2 resonances belong to the family of the 

Fano resonances, which are described by: 

 𝐼 ∝
(𝐹𝛾 + 𝜔 − 𝜔0)2

(𝜔 − 𝜔0)2 + 𝛾2
 (3.10) 

   

where 𝜔0 and 𝛾 are parameters that denotes the position and width of the 

resonance, and F is the Fano parameter, which determines the degree of 

asymmetry of the profile. In general, Fano resonances arise from the 

constructive and destructive interference between a narrow bandwidth 

resonance (the diffracted order, in our case) and a broad spectrum or 

continuum resonance (the SPP, in our case)148. 

3.3 3-D Plasmonic Model Extension 

Real-life applications of photodiodes sometimes require an unpolarized or 

circularly polarized incident light. As previously stated, 2-D gratings are very 

useful for understanding the optical and plasmonic phenomena that their use 

introduces in an already complex system, like a photodetector, mainly because 

only TM modes need to be considered. However, for any practical application, 

an extension to a 3-D model is usually a significant improvement toward a real 

understating of how a device would really perform, if not even a necessary 

step. In our specific case, a 3-D plasmonic structure would need to perform 

equally well (support Wood’s anomalies) for any kind of incident light 

polarization, thus becoming polarization-independent. Assuming that the 

light impinges on the device along the y-axis, a 3-D “grating” that works for 

both x and z linear polarizations should be effectively polarization 

independent146. 

 A simple way to achieve this condition is to consider the intersection of 

two distinct 2-D gratings, perpendicular to each other, into a single 3-D 

resulting structure made of “nanodots” (see Figure 3.17)149–153. 

 

 

 

 

Figure 3.17: Schematic representation of the “intersection” of two perpendicular 2-D 

gratings in order to produce a 3-D “nanodots” array that is polarization independent. 
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The nanodots 3-D array can be simulated in COMSOL using the same 

workflow of design and optimization previously described for the 2-D grating 

in §3.2. The optimized structure has the same parameters as the 2-D grating, 

the resonances appear for the same set of period/wavelength but the 

absorption enhancement is evenly split between the two perpendicular 

directions (using TM and TE light) instead of entirely concentrated into a 

single direction, perpendicular to the 2-D grating (only TM modes). 

 

Figure 3.18: 3D CAD model (already with a mesh applied to it) of the periodic cell of the 

nanodots array (left), an example of simulated magnetic field norm for the structure 

(middle) and the same field simulation seen along the z-axis (right). 

Figure 3.19: Magnetic field norm from a COMSOL simulation perform with “TM” 

incident light (left) and “TE” incident light (right). The same field patterns appear in both 

cases, but their orientation is switched. The absorption enhancement results to be evenly 

split between the two perpendicular directions (considering “TM” and “TE” together). 

Due to the computational load of a 3D model, a compromise on the mesh elements size 

must be done, which gives less precise results and the “noisy” look to the calculated 

fields plots. 
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Chapter 4 

Prototype Fabrication Process 

In this chapter, we describe the entire fabrication process that is required in 

order to obtain a working prototype of our enhanced photodetector. In §4.1, 

we make a brief overview of the two main steps of the fabrication process. 

Then, in §4.2 we describe the nanofabrication procedure that leads to a 

patterned polymeric film over the substrate that can be used as a base for the 

second fabrication step, the Metal Evaporation. Finally, in §4.3 we show how 

to obtain a prototype device with an Ag nanodots array over a standard 

photodiode using a combination of vacuum metal deposition and residual 

polymeric layer stripping. 

4.1 Enhancement Structure Fabrication Process 

In order to fabricate our metal structures on top of FBK silicon photodiodes, a 

two-step process is required. In the first step, we draw the structure reverse-

pattern into a polymeric layer (called “resist”) deposited on top of the 

substrate (photodiode) via a direct-writing technique known as Electron Beam 

Lithography (EBL). Then, in the second step, we transfer the pattern (inverting 

it, thus obtaining the desired structure) via Metal Evaporation (ME) directly 

on top of the active area of the detector. Before going into the details of the first 

step of the fabrication process, we will now briefly describe the EBL patterning 

technique and the ME, in order to highlight their advantages and limitations. 

 The Electron Beam Lithography was used for the first time in 1985 by a 

Stanford University graduate student, Tom Newman, to win a challenge 

issued in 1959 by Richard Feynman in his famous talk “There’s Plenty of Room 

at the Bottom”154. Newman claimed the prize by writing the first page of 

Charles Dickens “A Tale of Two Cities” inside a 6 μm2 area155. EBL uses similar 

hardware to the Scanning Electron Microscope (SEM) to guide a focused beam 

of electrons inside a thin “resist” layer to draw the desired pattern (generated 

by a simple CAD file). Electrons used by EBL are particularly useful to us: they 

are very light charged particles; thus, they can be tightly focused by weak 

electric and magnetic fields, and, due to their light mass, they can penetrate 

relatively thick layers of material without displacing any heavier particles. 

Because of their small wavelength (~4 pm), electrons do not generate any 

diffractive artifact. Overall, electrons allow us to achieve a high degree of 
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precision and high resolution in patterning our structures (EBL typically uses 

20-100 KeV electrons). However, there are also some disadvantages in using 

electrons: EBL requires the entire system to be kept under vacuum, in order to 

prevent electrons collisions with gas molecules, and the absolute absence of 

any residual charging, which would deflect the beam in undesirable 

directions. In order to satisfy both these conditions, the complexity (and cost) 

of the lithographic system turns out to be very high. Furthermore, electrons 

undergo both small-angle and large-angle scattering events (inelastic and 

elastic, respectively) inside the polymer layer and in the substrate, which give 

rise to unwanted exposure in areas surrounding the pattern features, a 

phenomenon called “proximity effect”. We will address how to properly treat 

the “proximity effect” in the next paragraph. 

 

 

Figure 4.2 shows a schematic representation of a modern EBL system. The 

main component of an EBL column is the electron source, also called a “gun”, 

which usually is a field emission source. As soon as the beam leaves the source, 

it encounters the gun alignment system, consisting of electrodes that bend and 

steer the beam along the colum axis. Then, a zoom condenser allows the user 

to change the beam current (thus its diameter) without appreciably changing 

its focal plane. Further below, the stigmator helps make the beam round, to 

produce equal linewidths along various scanned directions, whereas the 

dynamic focus and stigmation components allow correcting in real-time the 

possible height variations that the system detects during the exposure. The 

deflector consists of two different stages: the sub-deflector, which enables 

high-speed scanning through digital-to-analog (DAC) electronics, and the 

main-deflector, whose scanning is achieved by tilting together the sub-

Figure 4.1: Schematic representation of the forward-scatter and back-scatter interaction of 

electrons with a resist-coated substrate. Adapted from “Handbook of Nanofabrication” 

(Elsevier, 2009). 
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deflector with a high-precision. The maximum sub-field size is typically ~4 

μm, while the maximum main field is ~1 mm. These values can be increased 

up to a maximum writing field of ~2 mm2. Given this limitation, large patterns 

must be “stitched” together by precisely moving the specimen stage (with the 

help of reference marks). The stage fine control is tracked by a laser 

interferometer that can resolve position changes in the 0.3-0.6 nm range. 

 

Writing a pattern with an EBL system involves several working steps. The first 

step consists in coating the chosen substrate with a polymeric layer called 

“resist”. Actually, the resist is a solution consisting of a polymeric compound 

that changes its chemical properties when exposed to appropriate radiation 

(in our case, electrons), a sensitizer, which enhances the chemical properties of 

the polymer, and a solvent. The substrate is coated via spin-coating, a 

technique that produces a polymer film through the high-speed rotation of a 

Figure 4.2: Schematic representation of a modern EBL system. Adapted from “Handbook 

of Nanofabrication” (Elsevier, 2009). 
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deposited resist drop, driving off the edge the excess material until only a thin 

layer remains, retained by surface tension and viscous forces. The final resist 

film thickness is given by156: 

 ℎ = 𝑘
𝐶𝛽𝜂𝛾

𝜔𝛼
 (4.1) 

   

where C is the resist concentration, 𝜂 the viscosity of the resist, 𝜔 the angular 

velocity and 𝑘, 𝛼, 𝛽, 𝛾 calibration constants (experimentally determined). This 

step is usually followed by a thermal treatment of the sample, in order to 

evaporate the residual solvent from the polymeric film (“pre-bake”). The next 

step is the “exposure” of the resist film, where we use the EBL electron beam 

to change the polymer solubility. The amount of charge absorbed per square 

centimeter (μC cm2⁄ ) by the polymer is known as the “dose”. A higher dose on 

a certain area means a higher local solubility change, thus the possibility to 

modulate the film profile through variations of the local dose. In general, the 

resists can be divided into “positive” and “negative” resists, depending on 

whether the exposure increase or decreases the polymer solubility. The third 

step is the “development”: the exposed polymer is selectively removed by an 

appropriate solution (the developer). The result will be the desired pattern on 

the resist residual layer. A resist that undergoes very little changes in non-

exposed areas, while being completely removed in regions where the dose 

exceeds a threshold value (if it is positive, otherwise, for negative resists the 

opposite is true), is said having a high-contrast (𝛾) value. The contrast is 

defined as157: 

 𝛾 = (𝑙𝑜𝑔10(𝐷100 𝐷0⁄ ))−1 (4.2) 
   

where D100 is the “clearing” dose (complete resist removal) and D0 is the dose 

below which no resist is removed after development (if the resist is positive, 

otherwise, for negative resist the opposite is true). An optional fourth step 

consisting of another thermal treatment of the sample (“post-bake”) can be 

performed after the development in order to remove any residual developer 

and moisture from the patterned resist layer or to increase its etching 

resistance (for fabrication process involving an etching step). 

 The other major technique that is required to fabricate our enhanced 

photodiodes is the Metal Evaporation. The ME process belongs to the Vacuum 

Depositions family and, therefore, is a Physical Vapor Deposition (PVD) 

method in which the (metal) atoms from a vaporization source reach the 

substrate without collisions with residual gas molecules inside the deposition 

chamber. In order to start any evaporation process, the vapor pressure must 

be increased above its saturation value, defined as the vapor pressure at which 

a material is in equilibrium with its solid or liquid surface inside a closed 

container. In Vacuum Depositions, this condition is achieved thanks to a 
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thermal source that heats the “target” material to a temperature where the 

vapor pressure becomes appreciable and atoms start to escape from the target 

surface into the vacuum. The minimum required vapor pressure for a 

reasonable deposition rate is set at 10-2 Torr. However, usually, Vacuum 

Depositions are performed with a vacuum better than 10-4 Torr158. The most 

common heating technique is resistive heating, but there is also the possibility 

of using high/low energy electron beams/ion beams and inductive heating. In 

the case of resistive heating, the increase in temperature of the target is 

achieved by contact to a hot surface that is heated by passing a current through 

it159. Usually, the heated surface is in the form of a crucible, which contains the 

target material (a metal for ME), and is made of tungsten (W), tantalum (Ta), 

molybdenum (Mo), graphite (C) or BN/TiB2 composite ceramics. Radiation 

shields, made of several separated refractory metal sheet, can be positioned 

surrounding the vaporization source in order to reduce the power 

requirements and radiant heating, allowing the source to reach higher 

temperatures, and achieve more uniform heating. Due to the vacuum 

environment, atoms travel from the target to the substrate in a straight line 

(“line-of-sight” travel), therefore the deposition occurs with a very low degree 

of conformality (the target material does not deposit onto substrate surfaces 

that are not directly into the line-of-sight of the target). This peculiar 

characteristic can be exploited, in our case, in order to keep the lateral surfaces 

of the patterned resist “clean” from the metal, thus enabling the “stripping” of 

the residual polymeric layer after the evaporation, in a process called Lift-Off. 

 

Figure 4.3: Schematic representation of a Metal Evaporation chamber. 



62 
 

4.2 EBL Nanofabrication 

As previously mentioned, the first step of our fabrication process is to perform 

direct writing of the desired pattern into a polymeric layer deposited on the 

substrate provided by FBK. Keeping in mind that the next step (ME) will 

transfer the “negative image” of the EBL written pattern onto the substrate, 

here we want to design and expose the inverted pattern, thus obtaining the 

corrected one at the end of the fabrication flow. From the simulation studies, 

we know that our optimal pattern must have a DC of ~80% and a (final) Ag 

height of ~150 nm. Usually, in order to have a successful Lift-Off, the patterned 

resist should be at least three times higher than the desired metal height, 

therefore we need to draw a pattern with features at least ~450 nm tall and 

~100nm wide (the pattern must be inverted, therefore the DC becomes ~20%, 

with a desired period of 529 nm). Features with an aspect ratio (ratio between 

their height and width) greater than three are extremely difficult to fabricate 

via EBL, because most positive resists tend to collapse due to the inherent 

“under-cutting” (the electron beam passing through the polymeric layer tends 

to expose a cone-shaped volume, thus producing features with a narrower 

base the higher they are). This problem is further exacerbated by the 2-D 

grating structure, which would require an EBL pattern of very long and very 

thin lines. One possible solution is to choose a negative resist, completely 

removing the under-cutting problem. However, besides intrinsic difficulties 

in working with negative resists, this choice would significantly increase the 

complexity of the fabrication process because it would require the addition of 

another EBL step with a positive resist on top of the patterned negative resist 

(before the metal evaporation) in order to be able to perform the final Lift-Off 

step, otherwise the substrate would be completely coated with silver160–162. 

Another solution would be using a bi-layer strategy, adding a PMGI thin layer 

before the resist layer, which has high resistance to under-cutting163–166. Again, 

however, this would increase the fabrication process complexity. After some 

preliminary tests, we choose to slightly reduce the target DC to 75% and to 

switch to the 3-D nanodots array from the start. The reverse-pattern of the 

nanodot array is a "grid", auto-sustaining its features very efficiently. 

Therefore, this configuration can survive an aspect ratio up to six while using 

a common, high resolution, PMMA-based positive resist (A7, MicroChem). 

 A schematic representation of the substrate provided by FBK can be 

seen in Figure 4.4. It is a highly non-uniform substrate comprising several 

photodiodes with different sized active areas (from 2x2 mm2 to 100x100 μm2) 

occupying a total surface area of 1x1cm2. This heterogeneous topography, 

especially in terms of height variance, could raise some problems with the 

resist thickness homogeneity during the spin coating resist deposition. 
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In order to measure the resist thickness homogeneity inside the active area of 

a photodiode, we use an Atomic Force Microscope (AFM) to image the largest 

photodiode active area of a sample substrate (2x2 mm2) before and after spin-

coating it with nominal ~600 nm of A7 (at 5000 rpm for 60 s). 

 

 

 

 

Figure 4.4: (A) Schematic representation of a substrate sample provided by FBK. Each 

sample can be divided into four identical “chips”. (B) Optical microscope magnification 

of the central scribe lines (red area). (C) Optical microscope magnification of a 100x100 

μm2 photodiode (yellow area). 
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As can be seen from Figure 4.5, inside the active area, near the border, where 

the height variance is the steepest due to the ~8μm thickness of the metal 

contacts surrounding the detectors, there are no significant differences 

between the surface homogeneity measured before and after the spin-coating 

process (both appear almost equally flat within the AFM resolution). 

Furthermore, there is no appreciable increase in resist thickness near the 

border that could have compromised the correct EBL patterning of the layer. 

On the other hand, on top of the metal contact, there is significant 

heterogeneity of the film thickness, which appears to progressively decrease 

going further from the active area. This could suggest a “protective” role of 

the tall metal contacts during the spin-coating process: the film inside the 

“protected” active area results more homogeneous than the “exposed” top 

region film. The effective film thickness inside the active area is measured by 

EBL over-exposition of a small 100x100 μm2 square area (using an extremely 

high dose in order to remove all traces of A7 and exposing the active area at 

the bottom) and AFM imaging. 

Figure 4.5: AFM images of a portion of the 2x2 mm2 active area of a photodetector before 

(top) and after (bottom) spin-coating with ~600 nm of A7. The white rectangles delimit 

the measured regions. 
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The resist layer thickness seems to be 580 nm for both typical spin-coating 

rotation speed of 5000 rpm and 6000 rpm. This is in complete agreement with 

the official A7 spreadsheet from MicroChem, which reports a ~600 nm 

thickness for a rotation speed higher than 4000 rpm (due to the plateauing of 

the A7 spin-speed curve). Since at 6000 rpm there is a higher chance that small 

debris on the surface of the photodetector and bubbles trapped inside the resist 

drop are removed, we choose this speed as our go-to spin-coating setting. 

 Before proceeding to the EBL exposition, the substrate must be carefully 

cleaned. This step is extremely important for maximizing the resist adhesion 

to the substrate and, especially, to avoid the detachment of the final silver 

nanodots array after the Lift-Off process. In fact, the adhesion strength of Ag 

onto silicon nitride (the passivation layer on top of the photodiodes’ active 

areas) is greater than the average metal/dielectric adhesion strength but only 

if the surface is clean167, otherwise the Ag tends to detach very easily without 

an adhesion layer (which we cannot use if we want to preserve the hybrid opt-

plasmonic resonances and not lose too much light impinging on the active area 

silicon)168–170. The cleaning procedure starts with a 5 min bath in acetone, 

followed by a quick N2 drying and another 5 min bath in isopropyl alcohol 

Figure 4.6: AFM images of an over-exposed 100x100 μm2 area inside an active area spin-

coated at 5000 rpm (top) and 6000 rpm (bottom). The white rectangles delimit the 

measured regions. 
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(IPA) plus drying. The baths remove most of the organic residues accumulated 

on the surface of the substrates, as well as all residual debris left over from the 

cutting of the wafer. Finally, 5min on a hot plate at 200 °C desorbs most of the 

water vapor from the substrates surface, which compromises the adhesion of 

both the resist layer and the silver array. After 2-3 min of cooling back down 

at room temperature, the substrates are ready for being spin-coated. As 

previously mentioned, we spin-coat A7 for 60 s at 6000 rpm, in order to obtain 

a 580 nm film on top of the substrates. Then, before being loaded inside the 

EBL machine, the substrates are pre-baked at 180 °C for 60 s on a hot plate (to 

remove any residual solvent from the resist layer). The substrates are exposed 

with a 100 KeV (100 pA) beam for 3-12 h, depending on the size of the exposed 

area. The samples are then developed in a 3:7 solution of water/IPA for 60 s 

and rinsed for 30 s in pure deionized water (a 1:3 MBK/IPA solution can be a 

valid developer alternative, however, our tests found that, in this case, the 

development is less controllable/reproducible). A final post-bake at 100 °C for 

60 s on a hot plate (the A7 will reflow at a temperature above 125 °C, 

destroying the pattern) completes the nanofabrication procedure.  

 The first pattern that must be drawn with the EBL is the so-called “Dose 

Matrix” (DM). A DM let us experimentally determine the correct dose that 

produces a pattern with features of the desired size (height and width). In our 

specific case, the DM is a 6x6 square array of grid patterns exposed with 36 

different doses, ranging from 350 μC cm2⁄  to 700 μC cm2⁄ , with a 10 μC cm2⁄  

step. The pattern CAD is designed with features 10% larger than the desired 

values (e.g. the lines are 146 nm wide, instead of 133 nm). This design let us 

use a higher dose in order to draw the pattern with features of the correct size, 

thus ensuring the complete clearing of the resist within the holes of the grid 

pattern and the exposure of the photodiode active area below. 

  

 

Figure 4.7: Example of optical microscope images of a DM. The 6x6 square array is 

patterned inside the active area of a 2x2 mm2 photodiode (left), each square being a grid 

pattern exposed with a different dose (right). The “shades” inside each square are due to 

the lack of correction for the proximity effect. 



67 
 

Since we want to know precisely the dose given to each grid pattern, no 

proximity effect correction is applied to the DM. This leads to a variable dose 

within each pattern, which assumes the “correct” value at the center of the 

pattern and progressively decreases going towards the edges. Therefore, any 

measurement must be performed only inside the central area of the grids. In 

order to study the patterns of the DM, we use a sputtering machine to coat the 

samples with 3 nm of gold (Au) and then we use an SEM microscope to 

analyze them. The Au coating ensures that there is enough contrast to see the 

details of the patterns with the SEM microscope (the PMMA does not scatter 

much the electrons coming from the SEM beam) while also increasing their 

electrons exposure resistance (a “naked” pattern would deteriorate too quickly 

to perform any analysis). Figure 4.8 shows some examples of patterned 

substrates examined by SEM. 

 

Figure 4.8: (A) SEM image of the grid pattern exposed with a dose of 350 μC cm2⁄ . (B) 

SEM image of the same grid pattern, but with a 45° inclination. (C) SEM image of the grid 

pattern exposed with a dose of 650 μC cm2⁄ . (B) SEM image of the same grid pattern, but 

with a 45° inclination.   
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From the SEM analysis, we find that the correct dose range for obtaining a grid 

pattern with a 25% DC and an aspect ratio of four is 650-660 μC cm2⁄ . As 

previously mentioned, we also confirm, that the grid pattern can sustain itself, 

without collapsing, even with an aspect ratio greater than three. 

 Established the working dose of 655 μC cm2⁄ , we follow the same 

procedure to nanofabricate some samples that will continue to the next 

fabrication step, the metal deposition and Lift-Off. However, since these 

samples will be our enhanced photodetectors prototypes, we cannot neglect 

the proximity effect. As mentioned in the previous paragraph, back- and 

forward-scattering can contribute significantly to the absorbed energy in a 

resist area that is far from the initial point of exposure, leading to increased 

energy absorption for large, closely spaced features and relatively lower 

absorption in small, isolated features. This means that, for a given dose, some 

structures are over-exposed or are larger than they should, while some others 

are under-exposed. This is known as “proximity effect”171,172 and must be 

corrected with an a priori dose correction (before the exposure). The easiest 

way to correct for the proximity effect is to assign different doses to different 

features, depending on their size and proximity to other features173. However, 

this correction requires some trial and error before achieving good enough 

results and is mostly useful for large, complex patterns. Better results can be 

obtained by thinking about the correction as an inverse problem, setting the 

desired absorbed energy for each feature and then determining the operations 

(e.g. modulation of the dose assigned to each feature, change in size or shape 

of the pattern) on the initial data that give the best approximation (this process 

is often fully automated). Usually, the approximation parameters are 

calculated by inversion of the convolution model of the exposure174. Assuming 

the Point Spread Function (PSF, the distribution of the energy deposited inside 

the resist from a single point of incidence) invariant along the z-axis, the 

energy absorbed in a plane is given by the convolution: 

 𝔼(𝑥, 𝑦) = 𝐷(𝑥, 𝑦) ⊗ 𝑓(𝑟) (4.3) 

   

where D is the given dose and f(r) is the proximity function at half the depth 

of the resist, which can be used in a 2-dimensional calculation to simplify the 

problem when the resist layer is thin or the energy of the electron is high (as 

in our case). The PSF can be accurately modeled using a sum of two Gaussian 

functions, one with standard deviation 𝛼 that represents the forward 

scattering broadening, and one with standard deviation 𝛽 that represents the 

backscattering effect168,170. Setting the desired pattern 𝔼desired(x,y) and calculating 

the proximity-corrected dose Dcorrected(x,y), it is possible to solve Eq. 4.3 for D 

using the fundamental property of Fourier transforms for which the transform 

of a convolution between two functions is equal to the product of the 

transforms of the two functions: 
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 𝐷𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑(𝑥, 𝑦) = 𝐹−1 {
𝐹{𝔼𝑑𝑒𝑠𝑖𝑟𝑒𝑑(𝑥, 𝑦)}

𝐹{𝑓(𝑥, 𝑦)}
} (4.4) 

   

Using software that can calculate Eq. 4.4 from the CAD file with the grid 

pattern design and the starting dose of 655 μC cm2⁄ , we successfully correct the 

proximity effect (see Figure 4.9). 

 

Having corrected for the proximity effect, we proceed to nanofabricate 

a few samples of grid patterns on top of several 200x200 μm2 that will be the 

base for the metal deposition/Lift-Off step. Since our EBL machine does only 

have a back-scattered electrons detector and the FBK substrate shows poor 

scattering properties (including the aluminum metal contacts), the alignment 

between the grid pattern exposure areas and the active area of the detectors 

must be “manually” made with the aid of a SEM module included inside the 

EBL and a (temporarily) current of 700 pA (because the Al markers can’t be 

automatically recognized by the machine, due to the extremely low scattering 

signal). Some examples of the final patterned active areas can be seen in Figure 

4.10. Inevitably, a small misalignment between the patterns and the active 

areas is present (~3-7 μm). However, a misalignment of less than 3% of the 

total area cannot compromise the functioning of the future prototype. 

Figure 4.9: optical microscope images of a 655 μC cm2⁄  grid pattern corrected for the 

proximity effect. The dose remains constant up to the edges of the pattern and no over-

exposition(under-exposition) can be seen. 
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4.3 Metal Deposition and Lift-Off 

We use a vacuum deposition chamber to evaporate 115 nm of Ag on top of our 

patterned photodiodes (deposition rate of 1.5 nm/s). The sample holder inside 

the chamber is kept stationary because the standard planetary motion would 

increase too much the degree of conformity of the deposition and we would 

have problems to strip the residual resist layer. After the evaporation, the 

samples are kept in an acetone bath at 40 °C for 40-90 min in order to 

completely remove the resist layer (and the Ag deposited on top of it) and 

reveal the final nanodots array pattern (Lift-Off). 

Figure 4.10: optical microscope images of four grid patterns (ranging from 625 μC cm2⁄  to 

715 μC cm2⁄ ) on top of four different 200x200 μm2 photodetectors. The misalignment is 

very small with respect to the total covered area. 

Figure 4.11: Schematic representation of the metal evaporation process with and without 

the planetary rotation of the substrate holder. 



71 
 

After the Lift-Off, we examine the resulting arrays with a SEM microscope, 

finding that we can achieve up to 85% DC without any pattern degradation, 

except for a slight (~10 nm) asymmetry of the dots along the x and y 

perpendicular directions (which can be associated with a slight difference in 

the exposure times across the two directions during the EBL processing step, 

due to the beam scanning method). 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Achieved a good result after the metal deposition/Lift-Off process, we proceed 

to the capping of some devices with a 200 nm PMMA layer (instead of the 

more common silica capping) in order to prepare them for the electro-optical 

characterization. A SiO2 capping layer would require a complex, multi-step 

Figure 4.12: (A) SEM image of an Ag nanodots array with 75% DC. (B) SEM image of a 

detail of the same array. (C) SEM image of an Ag nanodots array with 85% DC. (D) SEM 

image of a detail of the same array.   
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procedure in order to open the metal contact pads of the photodiodes to 

perform any kind of electrical characterization (another spin-coated resist 

layer and EBL patterning over the pads areas plus an etching step). On the 

other hand, a PMMA cap only requires a spin-coating plus EBL patterning in 

order to expose the metal pads. Obviously, the protection efficiency of the 

PMMA must be carefully tested in order to prove it as a valid alternative to 

the SiO2, as we did not find any previous example of this application in 

literature. The required thickness of PMMA is determined by COMSOL 

simulations and obtained by mixing A7 and A2 into a 1:1 ratio solution and 

spinning it at 4500 rpm for 60 s. Before the spin-coating, another “de-gassing” 

step at 200 °C for 5 min (plus 3 min of cooling down) can be performed in order 

to remove the water vapor from the Ag/substrate surface. 

 

 

 

 

 

 

 

 

 

 

 



73 
 

Chapter 5 

Device Characterization 

In this chapter, we want to describe the characterization process of our 

enhanced prototypes. In §5.1 we describe the electro-optical characterization 

of several different photodiodes and we show that we actually achieved an 

increase in performance with respect to standard silicon diodes. Then, in §5.2 

we describe the procedures we used in order to obtain an accurate 

measurement or estimation of the most important structural parameters of our 

silver arrays. Finally, in §5.3 we talk about the difference between intrinsic 

silicon and doped silicon used in real p-i-n diodes and how to properly 

estimate its dielectric permittivity. 

5.1 Electro-Optical Characterization 

We characterize the performance of our prototype using a custom developed 

optical setup (see Figure 5.1). This setup uses a halogen lamp as the 

(unpolarized) light source and a grating monochromator to choose the light 

wavelength impinging on the samples. The light exiting the monochromator 

passes through a variable aperture slit, which is set to select a bandwidth of 3 

nm around the desired wavelength. This defines the wavelength resolution of 

the characterization setup. The samples are mounted on a 3D moving holder 

that grants a precise positioning of the prototypes with respect to the incident 

light beam. In order to perform any kind of electro-optical characterization, 

the FBK enhanced photodiodes must be packaged on an appropriate PCB 

(printed circuit board). These supports have 24 pins that can be connected to 

the moving holder and bonded to up to 20 photodiode metal contacts per 

sample. The remaining 4 pins are “reference” pins that are used as the second 

electrode for the electrical measurements. The bonding between the metal 

pads and the PCB pins is made via thin gold filaments. The substrates are 

glued to the PCB using epoxy glue and a thermal curing process at 80 °C. Once 

the PCB pins are connected to the holder, the responsivity (as well as the 

quantum efficiency) of each individual prototype (as well as one “naked” 

photodiode per substrate) can be calculated connecting two copper filaments 

(one for the prototype pin and one for the reference pin) to an oscilloscope and 

using an in-house developed acquisition software written in LabView. No bias 

is applied to the photodiodes. Responsivity spectra are acquired as a function 
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of the incident wavelength, within the 450-1100 nm range. These spectra can 

be compared to the expected simulated results calculated by COMSOL. 

  

 

After characterizing several enhanced photodetectors, we report in Figure 5.2 

three different cases of measured performance. The photodiodes reported in 

Figure 5.2 have these characteristics: 

1. W5.02 → p = 530 nm (nominal), DC = 75%, hAg = 115 nm (nominal), 

hSi3N4 = 11 nm, hCap = 200 nm (nominal). 

 

2. W6.01 → p = 530 nm (nominal), DC = 68%, hAg = 115 nm (nominal), 

hSi3N4 = 6.6 nm, hCap = 200 nm (nominal). 

 

3. W8D → p = 530 nm (nominal), DC = 75%, hAg = 115 nm (nominal), 

hSi3N4 = 11 nm, No PMMA capping. 

Figure 5.1: (A) Schematic representation of the electro-optical characterization setup. The 

reference detector, of known quantum efficiency and responsivity, is used for calculating 

the efficiency and responsivity of the samples. (B) Photo of a packaged FBK patterned 

substrate. (C) Photo of a sample positioned on the sample holder.  



75 
 

 

Figure 5.2: (A) Measured responsivity of W5.02 photodiodes. (B) Measured responsivity 

of W6.01 photodiodes. (C) Measured responsivity of W8D photodiodes. R1 and R2 are 

un-patterned FBK photodiodes for reference performance. 
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Enhanced photodiodes in W5.02 and W6.01 show an increase in performance 

at 950 nm of ~50% with respect to the “naked” reference photodiodes, while 

the photodiodes of W8D without the PMMA protective cap show no 

significant increase in performance due to a complete lack of resonance at 950 

nm (as expected from the quick Ag oxidation and tarnishing in atmosphere). 

The polarization independence of the enhanced devices can be verified 

rotating by 90° in-plane the samples and repeating the responsivity 

measurements.  

 

As can be seen from the example of Figure 5.3, there are no significant 

differences between the responsivities measured with the two perpendicular 

orientations, thus confirming the complete polarization independence of the 

devices (see Chapter 3 for the description of unpolarized light). Furthermore, 

repeating the responsivity measurements after four months can validate the 

PMMA efficiency as a protecting capping layer for the Ag arrays. 

Figure 5.3: Responsivity measurement of W5.02 photodetector n°1 with two 

perpendicular in-plane orientations. 

Figure 5.4: Responsivity measurements of photodetector n°1 and a “naked” reference of 

W5.02 (left) and W8D (right). While the performance of W5.02 does not change after four 

months, the unprotected W8D drastically decreases in responsivity. 
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Measuring the performance of the enhanced photodiodes after 120 days shows 

us that the PMMA capping is efficiently preventing di Ag nanodots from 

oxidizing (being the responsivity unchanged). This behavior is further 

confirmed considering the drastic decrease in responsivity of the unprotected 

photodiodes of W8D, whose performance falls below that of a traditional 

silicon photodiode. 

 An increase of ~50% in responsivity is very significant, but still far from 

the simulated values. Furthermore, observing the spectral responsivity plots, 

no sign of the narrow hybrid opto-plasmonic resonance can be found, except 

for a small “shoulder” at 950nm. If we confront the COMSOL simulations with 

the experimental data and another set of simulations performed using the 

Finite Difference Time Domani method (FDTD)175, we find a reasonable 

agreement for an array structure with p ~ 540 nm, DC = 67%, hAg = 107 nm, 

hSi3N4 = 11 nm, hCap = 227 nm (see Figure 5.5, simulations assume 100% 

collection efficiency inside the depletion region and 0% outside).  

 

 

The position of the simulated peak at ~900 nm almost perfectly fits the 

experimental data, however, there is a significant difference between the 

positions of the lowest wavelength simulated and experimental peak. This 

shift can be understood by studying the responsivity spectrum changes as a 

function of the possible array structural parameters variations. 

Figure 5.5: Comparison between the experimental responsivity curve of W5.02 (blue 

dashed curve), the COMSOL simulated responsivity (black curve) and the FDTD 

simulated responsivity (red curve). 
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The effect of each structural parameter on the responsivity spectrum can be 

seen in Figure 5.6. 

 

With “gap” we mean a small separation between the PMMA capping layer 

and the bottom of the Ag nanodots array apertures. If a gap exists there, it 

means that the PMMA is not directly in contact with the passivation layer 

below the silver array. This is a reasonable condition since the small apertures 

into which the polymer must flow during the spin-coating deposition cannot 

be realistically filled completely, due to the action of the adhesion and 

cohesion forces. Taking into consideration the possible existence of such a gap, 

Figure 5.6: Changes in the spectral responsivity due to variations of each possible array 

structural parameter. 
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we can simulate again the spectral responsivity and achieve a better fitting 

with the experimental data (using an 80 nm gap). 

 

If we study the fields at different wavelengths of the simulated responsivity 

spectrum, we can find three interesting conditions, corresponding to the two 

maxima and the minimum at ~775 nm (see Figure 5.8). 

The first maximum at ~600 nm corresponds to a tri-matched mode (see 

Chapter 3) without any hybrid resonance being excited along the lower 

Figure 5.8: Magnetic field norm plots corresponding to the two maxima and the 

minimum of the spectral responsivity of W5.02.  

Figure 5.7: Schematic representation of an enhanced photodiode with a “gap” between 

the PMMA capping layer and the passivation layer below the nanodots array (left), and 

comparison between the simulated “gap” structure and the experimentally measured 

responsivity of W5.02 (right). 
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interface of the array. The other maximum at ~900 nm corresponds to another 

tri-matched mode (the upper interface excited surface plasmon is different 

from that of the first maximum). Finally, the minimum at ~775 nm corresponds 

to the excitation of a pure surface plasmon mode on the PMMA/Ag interface 

(almost all the incident light is absorbed and dissipated by the plasmon and 

the metal, drastically reducing the light impinging on the detector active area). 

The vanishing of the hybrid resonance seems to be mostly due to a wrong 

value of DC. However, in order to be certain that the simulated structural 

parameters are really compatible with the actual Ag arrays, we need to 

carefully measure each one of them experimentally. 

5.2 Array Structural Parameters Measurements 

The easiest parameter to measure is the capping layer thickness. After spin-

coating a cleaned “blank” substrate (a piece of silicon wafer) with our 1:1 

A7/A2 solution at 4500 rpm for 60 s, we use an ellipsometer in order to estimate 

the thickness of our PMMA layer. The estimated thickness is 220 nm, which is 

perfectly compatible with the value required in order to achieve a proper fit 

between the simulated responsivity and the experimentally measured 

responsivity. 

 Next, we proceed to accurately measure the height of the evaporated 

silver using Secondary Ion Mass Spectroscopy (SIMS). We deposited on two 

Si3N4/Si substrates a silver film of 110 nm nominal thickness via vacuum 

deposition, using two different recipes: the standard recipe (StdR), with a 1.5 

nm/s deposition rate, and a slow recipe (SloR), with a 0.1 nm/s deposition rate. 

The SIMS analysis is carried out in MCs+ mode, using cesium ions (Cs+) as 

primary ions and collecting positive secondary ions formed by the atoms of 

interest and the re-sputtered Cs+ ions. This methodology is supposed to be less 

affected by matrix effects (i.e. variations of secondary ion intensity due to ion 

and sputtering yield changes and not linearly linked to composition). 

Therefore, it is particularly suited for multilayer and interface 

characterization, especially in cases where the precise composition is 

unknown. The main drawback is the relatively poor detection limit. Primary 

ion impact energy, intensity and rastering area are optimized to have an 

adequate depth resolution and data density. The measurements are carried 

out using the Zalar rotation (the sample rotates around an axis normal to the 

surface and centered on the sputtered crater). This approach is expected to 

reduce the ion beam-induced roughness during the analysis. In order to 

measure the deposited Ag thickness, the Ag sputtering rate (SR) is estimated 

by stopping the SIMS analysis at the Ag/Si3N4 interface and then measuring 

the crater depth via a mechanical stylus profilometer. We do not apply any 

correction for the expected different sputtering rates inside the Si3N4 layer and 



81 
 

the Si substrate, since these portions of the depth profile are not relevant to the 

aim of the analysis. The adopted experimental conditions are: 

• Primary Beam: Cs+ 

 

• Source Potential: 8 kV 

 

• Primary Beam Impact Energy: 1 keV 

 

• Primary Beam Intensity: 21 nA 

 

• Secondary Ion Polarity: (+) 

 

• Monitored Species: 133Cs14N+, 133Cs16O+, 133Cs28Si+ and 133Cs107Ag+ 

 

• Sample Bias: 5 kV 

 

• Rastered Area: 350x350 μm2 

 

• Sputtering Rate: 0.11 nm/s 

 

• Analyzed Area: 80x80 μm2 

 

• Mass Resolution: 400 

 

• Rotating Stage: ON (20 rpm) and OFF 

 

• Chamber Pressure: ~109 mbar 

Figure 5.9.A shows two profiles obtained on a SloR sample with identical 

beam conditions but with (continuous lines) or without (dashed lines) rotation 

during sputtering. It is evident that the use of rotation during the SIMS 

sputtering improves the quality of the measurements at the interface between 

Ag and Si3N4. In fact, the interface is less wide and better defined. This means 

that the sample rotation significantly reduces the roughness induced by the 

action of the ion beam. However, the silicon nitride film itself does not appear 

as well defined. This is probably mainly due to the metal film topography (the 

rotation during the analysis probably reduces it but without eliminating it). A 

better estimation of the Si3N4 layer quality can be obtained by SIMS analysis 

of a reference sample, simply made of nitride on silicon (see Figure 5.9.B). 
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We can prove the good reproducibility of the measurement by repeating the 

SIMS analysis another time, obtaining the same profile as the first time (see 

Figure 5.10). Repeating the measurement also helps us identify an interesting 

superposition between O- and N-related peaks inside the nitride region, 

probably due to partial surface oxidation of the original Si3N4 layer. 

 

 

A similar analysis is carried out on the StdR sample, obtaining a very similar 

element distribution profile. The main difference arises from the 133Cs107Ag+ 

profile. 

 

Figure 5.9: (A) SIMS profile of a SloR sample, obtained with (continuous curves) or 

without (dashed curves) rotating the sample holder. (B) SIMS profile of a Si3N4/Si 

reference sample. 

Figure 5.10: SIMS profile of a SloR sample, measured two times in order to verify the 

reproducibility of the SIMS analysis. 
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Estimating the Ag thickness using the 133Cs107Ag+ signal at 50% intensity over 

multiple (2-3) SIMS measurements, leads us to: 

• StdR Ag thickness: (99±5) nm 

• SloR Ag thickness: (105±6) nm 

The wider interface for the SloR sample can be associated with a rougher crater 

bottom, probably due to higher initial surface roughness. This hypothesis can 

be confirmed directly measuring the root mean square roughness via AFM. 

The rms roughness of StdR and SloR are ~1.5 nm and ~5.5 nm. 

Figure 5.11: SIMS profile of a StdR sample (left) and comparison between the SloR and 

StdR 133Cs107Ag+ and 133Cs28Si+ profiles (right). 

Figure 5.12: Comparison between surface topographies of the SloR sample (A) and StdR 

sample (B), measured via AFM over a 10x10μm2 area. The same comparison, but over a 

scanned area of 5x5μm2, is reported below (C-D). Note the z-scale difference between the 

two samples, being much larger for the SloR. 
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From these results, we can say that an average over-estimation of ~10 nm 

should be expected for our enhanced photodiodes samples, which had the 

silver layer evaporated using the StdR recipe. Again, like with the capping 

layer thickness, the measured Ag thickness seems to be compatible with the 

simulated thickness. 

 The last two structural parameters that we need to measure are DC and 

p. Both can be estimated by SEM analysis of the W5.02 enhanced photodiodes. 

From this analysis (using Gwyddion™ as the measurement software), the 

average DC and period of W5.02 photodiodes seem to be: 

• (X-axis) p = (540±2) nm , DC = (74±1) % 

• (Y-axis) p = (530±3) nm , DC = (75±1) % 

As previously mentioned, the array appears to be slightly asymmetrical (p and 

DC are different along the two in-plane perpendicular axes). This asymmetry 

complicates the comparison between the measured data and the simulated 

values (at the moment, not enough computational power is at our disposal to 

perform 3-D simulations with different x and y periodicities with a sufficiently 

fine mesh). Having a structure with two different periodicities, also means that 

there are different coupling conditions to be satisfied in order to successfully 

excite a Type 2 Wood’s anomaly along the two perpendicular axes. This could 

translate into a potentially severe destructive interference between the two 

anomalies. While we can acknowledge a degree of compatibility regarding the 

p values (especially considering that the larger x-axis period probably has a 

big role in the measured performance reduction), the measured DC cannot 

really be considered compatible with the simulated 67% DC. 

5.3 Doped Silicon Versus Intrinsic Silicon 

Another possible cause for the reduced performance enhancement of the 

patterned photodiodes could be the discrepancy between the complex 

refractive index of intrinsic silicon, considered during the simulations, and 

that of the p-doped silicon of the p-i-n diodes, near the surface of the active 

area. From the literature, we know that, for highly doped silicon (Ndop ≈ 1020), 

as in the case of shallow p-doped region of the photodiode, we can say that 

“free-carriers effects” are the cause for any change in the silicon dielectric 

function (both real and imaginary part) within the visible176 (~495-830 nm) and 

IR177–179 (~1200-20.000 nm) wavelengths ranges (assuming completely ionized 

dopants179). Hypothesizing that this behavior can be extended also up to ~1000 

nm, change in the silicon dielectric function within a range of 500-1000 nm can 

be described in terms of the Drude equation172-175: 
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 𝜀𝑑𝑜𝑝(𝜔) = 𝜀𝑆𝑖(𝜔) −
𝜔𝑝

2

𝜔(𝜔 + 𝑖𝛾)
 (5.1) 

   

where 𝜀𝑆𝑖 is the dielectric function of intrinsic silicon, 𝜔𝑝 is the plasma 

frequency and 𝛾 = 𝑒 𝑚∗𝜇⁄ . Dividing Eq. 5.1 into its real and imaginary parts, 

we obtain: 

 

𝜀1 𝑑𝑜𝑝(𝜔) = 𝜀1 𝑆𝑖(𝜔) −
𝑁𝑒2

𝜀0𝑚∗(
𝑒2

𝜇2𝑚∗2 + 𝜔2)
 

 

𝜀2 𝑑𝑜𝑝(𝜔) = 𝜀2 𝑆𝑖(𝜔) +
𝑁𝑒3

𝜀0𝑚2∗𝜔𝜇(
𝑒2

𝜇2𝑚∗2 + 𝜔2)
 

(5.2.1) 

 

 

 

(5.2.2) 

   

where N is the dopants density, e is the electron charge, m* is the effective mass 

of the main carriers (holes, for p-doped silicon) and μ is the carrier mobility. 

At high doping levels, the holes effective mass is 𝑚∗ ≅ 0.37𝑚0 (m0 is the holes 

standard mass)177–180, while the holes’ mobility is 𝜇 ≅ 40 cm2 Vs⁄ 179,181. From Eq. 

5.2.1 and Eq. 5.2.2 we can estimate the complex refractive index of the doped 

silicon: 

 

𝑛𝑑𝑜𝑝(𝜔) = 𝑅𝑒 (√𝜀𝑑𝑜𝑝(𝜔)) 

 

𝑘𝑑𝑜𝑝(𝜔) = 𝐼𝑚 (√𝜀𝑑𝑜𝑝(𝜔)) 

(5.3.1) 

 

 

(5.3.2) 

   

 

 

Figure 5.13: Comparison between the refractive index (left) and extinction coefficient 

(right) of intrinsic silicon and p-doped silicon. 
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Figure 5.14 shows the comparison between the original simulated and 

experimental spectral responsivities of Figure 5.7, and the simulated 

responsivity spectrum using p-doped silicon as the photodiode active area. 

 

The overall spectrum profile seems to become more fitting with the 

experimental data considering a p-doped silicon layer of ~200 nm, both in 

terms of normalized responsivity (especially the responsivity minima) and 

peak shape (at ~900 nm). Since the real doping profile consists of ~100 nm of 

highly doped Si plus ~300-400 nm of moderately doped Si, our simulation 

seems to be a decent approximation of the real device silicon. It is, however, 

clear that this effect alone does not account for all the discrepancies between 

the expected enhancement and the real increase in performance. Some other, 

more complex, behaviors must exist inside our devices that can more 

effectively manipulate both the resonances and the spectral responsivity. 

Further studies are needed in order to achieve a further increase in 

performance. 

 

Figure 5.14: Comparison between the experimental W5.02 data (blue dashed curve), the 

COMSOL simulation with intrinsic silicon (black curve) and the COMSOL simulation 

with p-doped silicon (red curve). 
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Chapter 6 

Nonlinear Optical Detection 

In this chapter, we present our designed multi-modal microscope, capable of 

performing simultaneously TPM and HG without any kind of compromise 

thanks to two, separate, individually optimized laser sources with axial 

chromatic aberration compensation. In §6.1 we briefly introduce a few key 

concepts for nonlinear optical microscopy and label-free microscopy, and we 

describe in detail our custom setup. Then, in §6.2 we talk about the 

applications of our setup to the examination of a plethora of ex vivo samples 

in order to prove its capabilities and the significant advantages of a multi-

modal approach. Finally, in §6.3 we describe the materials and methods used 

during our experiments with the multi-modal microscope. 

6.1 Introduction and Setup Description 

Multiphoton Microscopy (MPM) is a Laser-Scanning Microscopy technique 

based on a non-linear, strongly localized excitation of fluorescence. The “non-

linear” nature of the process derives from the dependence of the absorption 

rate on a higher power of the illumination intensity. MPM does not have its 

optical sectioning capabilities severely limited by the fluorescence 

contributions from outside the depth of focus of the objective (as in Wide-Field 

Microscopy) and, therefore, represents one of the best non-invasive techniques 

to achieve imaging in deep explanted tissues or in living animals182,183. The 

most common MPM variation is the Two-Photon Microscopy (TPM), which 

takes advantage of the quasi-simultaneous absorption of two photons by a 

molecular receptor, in a single quantum event. This phenomenon was 

theoretically predicted by Maria Goeppert-Mayer in 1931184 but could be 

experimentally verified only after the advent of mode-locked lasers. 

Furthermore, the physical phenomenon of Two-Photon laser Excitation (TPE) 

laid dormant until Denk et al. devised a practicable Two-Photon Laser-

Scanning fluorescence Microscope178. The TPE rate depends on the second 

power of the incident light intensity and is ~10-14 times smaller than the Single-

Photon Absorption rate; hence, the successful implementation of TPM 

imaging requires very high photon fluxes, which in practice translates into the 

use of mode-locked laser sources with pulse durations below 1ps and 

frequencies of ~100 MHz. Despite the need for very intense light sources, TPM 
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presents several advantages over the classical single-photon techniques. For 

example, the wavelengths used in TPM, which usually range from Near-IR to 

Mid-IR, are significantly less prone to scattering and absorption from thick 

specimens (with respect to visible light) and, therefore, exhibit longer 

penetration depths. Furthermore, due to the small TPE focal volume generated 

by the high photon fluxes required to achieve Two-Photon Absorption178, TPM 

has an inherent capability of performing axial sectioning and confines the 

photo-bleaching effect inside a very limited volume185. The lateral resolution 

of TPM scales (for high numerical aperture objectives) as: 

 𝑅𝑀𝑃(𝑁𝐴 > 0.7) =
0.383𝜆𝑒𝑥

𝑁𝐴0.91
 (6.1) 

   

where λex is the excitation wavelength and NA is the objective numerical 

aperture. Despite the obvious benefits of TPM, there are cases where it cannot 

(or should not) be applied. When specimens are very susceptible to photo-

bleaching and photo-damage, even with NIR excitation wavelengths, or when 

any staining process must be avoided in order to preserve the specimens in 

their original conditions (e.g. in case of multi-techniques examinations), the 

use of another non-linear light/matter interaction based technique, known as 

Harmonic Generation (HG), is preferable. HG retains the intrinsic optical 

sectioning capabilities of TPM but, usually, does not involve the absorption of 

the excitation light, producing very little heat and resulting in a much less 

photo-toxic approach. Furthermore, HG does not require the use of molecular 

probes in order to generate and detect signals from a specific biological 

feature: any structure that satisfies the prerequisites for at least one order of 

Harmonic Generation can produce a detectable HG signal, thus drastically 

reducing the specimen preparation requirements and induced alterations. The 

most commonly used orders of Harmonic Generation are the Second 

Harmonic Generation (SHG) and Third Harmonic Generation (THG), which, 

respectively, doubles and triples the incident light frequency and produce a 

narrow band at half and one-third of the excitation wavelength. SHG has a 

quadratic dependence on the input laser intensity and originates only from 

media without inversion symmetry (e.g. tissues made of chiral molecules186–

188), while THG has a cubic dependence on the input intensity (higher average 

powers required) but, in principle, can be elicited from any material to a 

varying degree. However, from a practical point of view, a detectable THG 

signal originates mainly from interfaces between media with a significant 

difference between their refractive indexes, like lipids immersed in aqueous 

fluids189–191, cellular membranes192,193 and protein aggregates193,194. The resulting 

signals scale as follow195: 

 𝑆𝐻𝐺 ∝  
(𝑝 ∙ 𝜒2)2

𝜏
   ;    𝑇𝐻𝐺 ∝  

(𝑝 ∙ 𝜒3)3

𝜏2
 (6.2) 
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where p is the input power, χ2 and χ3 are the susceptibility coefficients of the 

second and third order, and τ is the laser pulse width. Both SHG and THG are 

very sensitive to external factors (e.g. temperature, medium ionic strength, pH, 

etc.) that can alter, even slightly, the molecular structures from which the 

signal originates191. Therefore, careful optimization of the experimental 

parameters must be performed on a sample basis in order to achieve the best 

possible HG experimental conditions. Here, we report on the design and 

realization of a multi-modal microscope capable of performing both TPM and 

HG simultaneously thanks to two separate laser sources that can be 

independently optimized for one technique or the other. We also report on the 

use of our microscope for the study of several thin and thick ex vivo samples, 

in order to show the quality and quantity of complementary information that 

can be extracted through a multi-modal approach. 

 The main laser source is a mode-locked Ti:Sapphire pulsed laser 

(Chameleon Ultra II, Coherent Inc.), with pulses of ~140 fs at 80 MHz and 

tunable emission wavelength of 700−900 nm, which also serves as a pump for 

the second laser source, an Optical Parametric Oscillator (Compact OPO, APE) 

with tunable emission wavelength in the 1000−1550 nm range. Both lasers pass 

through a pair of Pockels Cells, voltage-controlled wave plates that combined 

with a polarizer can modulate the laser beam power with up to 100 kHz 

frequency (360-80 and 350-80, ConOptics Inc.). Two mechanical shutters are 

used as hard beam-blocking devices (SH05/M, Thorlabs Inc.). A couple of 

silver-coated mirrors (PF10-03-P01, Thorlabs Inc.) deflect them to the 

recombination area, where they are spatially overlapped by means of another 

silver mirror (PF10-03-P01, Thorlabs Inc.) and a dichroic mirror (DMSP1000, 

Thorlabs Inc.) mounted on piezo-controlled kinematic mirror mounts 

(POLARIS-K1PZ, Thorlabs Inc.). Two telescopes (#59-134, Edmund Optics) are 

used for the axial chromatic aberration compensation. Both telescopes have a 

3x magnification in order to increase the diameter of the beams from 2.5 mm 

to 7.5 mm. The larger diameter, in combination with another 3x magnification 

from the scanning unit optics, allows for a slight overfill of the objective back-

aperture (22 mm). From the recombination area, the beams enter the scanning 

head (Bergamo Series, Thorlabs Inc.), equipped with a scan lens/tube lens 

couple (SL50-2P2 and TL200-2P2, AR coating and color correction range 680-

1600 nm) and a Galvo/Resonant scanner (8 kHz scanning rate) and arrive on 

the sample through a water-immersion objective (XLPLN25XWMP2, 

Olympus, NA 1.05, water immersion, color corrected up to 1300 nm). The 

polarization state of both laser beams can be controlled independently by two 

achromatic λ/4 Wave Plates preceded by two achromatic λ/2 Wave Plates 

(AHWP05M-600/-980 and AQWP05M-600/-980, Thorlabs Inc.), which can 

compensate the polarization variations induced by the optical components in 

the scanning head in order to achieve the desired polarization state before the 
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objective back-aperture with an high grade of purity. The light scattered or 

emitted from the sample is collected in epi-direction and, thanks to a longpass 

dichroic mirror (705 nm cutoff, Semrock), is diverted to the detection module. 

This module consists of 4x GaAsP PMT detectors (H7422-40, Hamamatsu), 

with bandpass filters (395/25 nm Chroma, 460/50 nm Chroma, 525/40 nm 

Semrock, 625/90 nm Semrock) spectrally separated by 3x dichroic mirrors (425 

nm Chroma, 495 nm Chroma, 565 nm Chroma). The transmitted light can be 

collected by a condenser lens (D-CUO Achr-Apl, 1.4 NA, Nikon) and detected 

by a biased InGaAs detector (DET20C, Thorlabs Inc.) positioned below the 

sample holder. We keep a constant laser power across all experiments of 

10mW for the pump and 15 mW for the OPO (measured on the objective back-

aperture). A schematic representation of our setup can be seen in Figure 6.1. 

 

 

In order to optimize the polarization state for both laser beams and achieve the 

best possible quality of image, we position a polarization analyzer (SK010PA-

NIR, Schäfter+Kirchoff) under the scanning-head of the microscope to 

measure the polarization before the back-aperture of the objective and we 

rotate a couple of λ/2 Wave Plate and λ/4 Wave Plate (AHWP05M-600/-980 

and AQWP05M-600/-980, Thorlabs Inc.), setting the polarization of both lasers 

to circular. A circular polarization ensures the highest signal for the Auto-

Figure 6.1: Schematic representation of the setup. Both laser beams coming from the Ti:Sa 

laser and the OPO are modulated in intensity by two Pockels Cells (PC1,PC2), circularly 

polarized by a couple of Half-Wave Plates and Quarter-Wave Plates (λ/2,λ/4), spatially 

overlapped by means of a silver mirror (SM3) and a dichroic mirror (DM1) mounted on 

piezo-controlled kinematic mirror mounts, and finally focused on the sample through a 

25x Objective. The fluorescence and HHG signals are detected in epi-direction and sent 

to four GaAsP PMT detectors thanks to another dichroic mirror inside the scanning unit 

(DM2). Two telescopes (T1, T2) are used for the axial chromatic aberration compensation. 

Two mechanical shutters are used as hard beam-blocking devices (SH05/M, Thorlabs 

Inc.). Two silver mirrors (SM1, SM2) deflect the beams to the recombination area. 
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Fluorescence emission due to the generally random orientation of the intrinsic 

fluorophores’ dipole axis196 while also maximizing the SHG signal for 

randomly oriented collagen fibers. If the collagen structures of some samples 

happen to have a preferred orientation, the polarization state can be easily 

switched to a linear polarization and aligned to be at 45° from the fibers, which 

is the orientation of maximum SHG signal generation197,198. The polarization 

state is then checked using a commercial calibration sample (F24630, 

Thermofisher), following the procedure described by X. Chen et al.199. The 

depolarizing effect of the objective seems to be not significantly affecting the 

circular polarization state on the sample plane, at least for our purposes. In 

case of high precision measurements, specific interest over slight variations of 

the polarization state or 3D-polarization imaging, a much more precise control 

would be needed, requiring complete mapping of in-and-out polarization200,201. 

A known major issue of dual-wavelength excitation is chromatic aberration. 

In order to fully compensate for the axial chromatic aberration, we choose an 

objective with a reported color correction up to 1300 nm (XLPLN25XWMP2, 

Olympus), as well as a pair of scan lens/tube lens (SL50-2P2 and TL200-2P2) 

color corrected in the 680-1600 nm range, and we adopt a procedure 

commonly used in STED Microscopy, where perfect overlapping of two beams 

focal volumes is a strictly required condition202–204. Following the STED 

procedure, we fine-tune the axial aberration via a couple of telescopes (#59-

134, Edmund Optics) positioned right before the Wave Plates in the beams 

optical paths, which allow us to shift the two focal volumes along the z-axis 

by slightly changing the curvature radii of the two beams, thus obtaining a 

high precision superposition. We also correct the lateral focal volumes 

displacement by carefully superimposing the two Point Spread Functions 

(PSFs) via a silver mirror (PF10-03-P01, Thorlabs Inc.) and a dichroic mirror 

(DMSP1000, Thorlabs Inc.) mounted on piezo-controlled kinematic mirror 

mounts (POLARIS-K1PZ, Thorlabs Inc.). We measure the two PSFs by 

imaging a sample of PbS Quantum Dots (average diameter 70 nm, up to ~1300 

nm 2p-Absorption, ~650 nm Emission) dispersed in a sol-gel ZrO2 matrix. We 

check the status of the axial chromatic aberration and the lateral displacement 

iteratively through the analysis of several z-stack of the PSFs using a custom-

developed software (see Figure 6.2).  
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Figure 6.2: PSFs displacement comparison before and after correction. (A) PSFs 

displacement in the X-Y (top) and X-Z (bottom) planes before fine-tuning. (B) PSFs 

displacement in the X-Y (top) and X-Z (bottom) planes after fine-tuning. (C) and (E) show 

the X and Z profiles of the two PSFs before fine-tuning, while (D) and (F) show their 

profiles after fine-tuning (the insets show qualitatively the direction of the profiles). The 

final lateral displacement is (5 ± 7) nm, thus negligible, while the residual axial 

displacement is (112 ± 48) nm, well below the minimum requirements for simple 

Multiphoton Microscopy. Axis scales express coordinates in pixels (4.17 nm/pixel X and 

Y, 100 nm/pixel Z). 
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The software controls two mechanical shutters (SH05/M, Thorlabs Inc.) via an 

Arduino microcontroller board (Arduino MEGA, Arduino) connected to the 

shutters’ controllers (KSC101, Thorlabs Inc.). The open/close cycles of the 

shutters are synchronized with the z-stack acquisition process in order to 

perform simultaneously two z-stack at two different wavelengths, minimizing 

any possible mechanical drift contribution to the determination of the PSFs 

relative position, achieving very high precision. The synchronization is done 

by registering 60 separate frames for every z-plane of a z-stack that extended 

about 2 μm below and above the approximate position of the two PSFs (z-

plane separation of 0.4 μm) and timing the aperture/closure of the mechanical 

shutters in order to have 20 frames of background signal (both shutters 

closed), 20 frames of a PbS QD illuminated by one beam  and 20 frames of the 

same PbS QD illuminated by the other beam. Afterward, we can import the 

frames of a z-stack inside the software, selecting properly the ranges 

associated with the background and the two beams, and obtain a highly 

precise 3D representation of the relative position of the two PSFs. After careful 

fine-tuning, we achieve a full 3D PSFs superimposition, with a negligible 

residual lateral displacement and an axial displacement of < 200 nm, near the 

minimum requirement for STED applications205. Through the previously 

described procedure, we can fully compensate for the axial chromatic 

aberration; however, a recent study206 showed that there is a non-negligible 

contribution to image degradation also from the transverse chromatic 

aberration, which varies within the field of view, up to ≈ 1.5 μm at the edge of 

the field of view (FOV 484x484 μm). We do not compensate for this type of 

chromatic aberration; however, we are planning to do so in future works. 

6.2 Label-Free Analysis of Biomedical Samples 

In order to test the quality of the obtainable images after the polarization 

calibration, we image mice heart cryosections at 800 nm and 1200 nm, using 

both laser beams (see Figure 6.3). The cryosections show an overall high signal 

intensity and very good S/N ratio for both Auto-Fluorescence Emission and 

Harmonic Generation (SHG/THG). Many different features can be observed 

in cardiac cryosections without any labeling procedure. Remarkably, 

sarcomeres’ myosin, as well as collagen deposits surrounding the coronary 

vessel, are clearly distinguishable due to their strong SHG signal from both 

800 nm and 1200 nm excitation wavelengths. We evaluate the intensity profile 

of the SHG signal produced by the sarcomeres: it has a very good S/N ratio 

(Figure 6.3.D) and, in line with the previous reports197, appears to arise from 

the myosin of thick filaments. Moreover, elastin can be visualized 

simultaneously by TPE. The excitation wavelength of 1200 nm does not show 

some of the sample features that are clearly visible from the Auto-Fluorescence 
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signal excited with 800 nm, proving the dual-laser imaging approach more 

information-rich than the common single-wavelength TPM. We also consider 

the possibility of photo-thermal damages due to intrinsic fluorophore 

absorption. Adopting a simple model for the 3-D energy distribution around 

the focal plane in case of TPA and high numerical aperture207, the temperature 

rise is given by: 

 𝑇3𝐷 =
𝑃𝑎𝑏𝑠

𝜔04𝜋𝑘𝑇
[1 − √

2𝜏𝑐

2𝜏𝑐 + 3𝑡
] (6.3) 

   

where Pabs is the total absorbed power, ω0 is the beam waist, τc is the thermal 

time constant and kT is the thermal conductivity. 

Figure 6.3: Simultaneous TPE and HG images of cardiac cryosections. (A) Cardiac 

cryosection imaged with 800 nm laser wavelength shows TPE Auto-Fluorescence (Green, 

λem ~ 500 nm) and SHG signal (White, λem = 400 nm). (B) The same field of view imaged 

with 1200 nm laser wavelength shows SHG (Red, λem = 600 nm) and THG (White, λem = 

400 nm). (C) Superposition of the same field imaged with 800 nm and 1200 nm. The SHG 

produced by the two different laser beams, as well as the elastin Auto-Fluorescence and 

its THG signal, perfectly superimpose, testifying the excellent spatial alignment of the 

lasers. The Auto-Fluorescence excited with 800 nm also highlight some features that are 

not visible with the 1200 nm excitation wavelength, proving the dual-laser imaging 

approach more information-rich than the common single-wavelength TPM. (D) A 

portion of the SHG intensity profile of the dotted line in (C) shows the characteristic 

double-band of sarcomeres morphology. Scale bars 50 μm. 
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Given that kT ≈ 0.55 WK-1m-1 for most of the biological tissues208, ω0 (800 nm) ≈ 

249 nm and ω0 (1200 nm) ≈ 374 nm for 1.05 NA, and the volumetric heat 

capacity of biological tissues209 is ρ ≈ 3.6 MJm-3K-1, τc can be calculated from: 

 𝜏𝑐 =
𝜔0

2𝜌

4𝑘𝑇
 (6.4) 

   

Since both τc (800 nm) = 144 ns and τc (1200 nm) = 233 ns are much longer than 

the inter-pulse interval of our laser source (II = 12 ns), the incremental 

temperature rise during a single pulse can be considered roughly equal to the 

steady-state temperature rise T3D (t = ∞) divided by a factor τcII. Therefore, the 

heating inside the focal volume for high-repetition-rate lasers can be treated 

like CW illumination and, since for a typical fluorophore Pabs ≈ 10-5 Pavg (average 

incident power), appears to be negligible at our working 2PM parameters. In 

addition to intrinsic biological fluorophores, such as myosin, collagen, and 

elastin, that report solely on structural information, nicotinamide adenine 

dinucleotide (NADH) also emits a strong TPE signal210 that is related to the 

metabolic state of the imaged cells. We thus apply our setup to study skeletal 

muscle cryosections, in order to discriminate glycolytic and oxidative muscle 

fibers depending on their NADH/mitochondria content211. As shown in Figure 

6.4, two consecutive gastrocnemius muscle cryosections display fibers with 

higher TPE signal corresponding to those with higher Succinate 

Dehydrogenase (SDH) intensity in standard histology, consistently with the 

NADH origin of the TPE Auto-Fluorescence. Oxidative fibers show stronger 

SDH activity upon staining, corresponding to fibers having a larger number 

of mitochondria, more oxidative capacity, and a smaller cross-sectional area. 

Upon repeated investigations of several cryosections (Figure 6.4.D), we 

confirm the strict correlation between TPE and SDH intensity (Figure 6.4.E), 

thus confirming Label-Free TPE as a possible candidate for NADH 

quantification studies212,213. Furthermore, we confirm that the more oxidative 

fibers, having higher average TPE signal per encircled area, are those with the 

smaller cross-sectional area (Figure 6.4.F). From the same cryosection, we can 

obtain additional information on collagen content (via SHG signal) without 

the need for additional staining. We perform a Hematoxylin/Eosin staining in 

the consecutive cryosection of the same muscle (Figure 6.4.C) in order to verify 

that the SHG signal really gives the same information about collagen as the 

conventional, widely used, staining method. 
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We proceed to examine freshly excised, unstained mouse lungs, as a 

good example of a challenging thick sample. As can be seen in Figure 6.5, 

exciting with 800 nm produces an SHG signal that enables us to easily 

recognize the collagen fibrillary structure of the lungs, and a green Auto-

Fluorescence signal from the intrinsic fluorophores that highlights the nuclei 

of several cells, as well as many lipid bodies scattered inside the lungs tissue. 

All features remain perfectly sharp and distinguishable even at relatively high 

zoom level, without any sign of photo-bleaching from collagen SHG, limited 

Auto-Fluorescence bleaching, and no photo-thermal damages, confirming the 

strength of a properly optimized Label-Free setup. Illuminating the specimen 

with 1200 nm light allows us to simultaneously image collagen fibrils (SHG) 

and lipid bodies, which are confirmed a strong source of Third Harmonic 

Generation (THG) signal as was shown before189, without any detectable Auto-

Fluorescence from other features, easing the study of these important 

organelles214,215 inside their native collagen matrix in a totally Label-Free 

environment. 

Figure 6.4: TPE of NADH in muscle cryosections. (A) TPE (Green, λem ~ 500 nm) and 

SHG (White, λem = 400 nm) signals from gastrocnemius muscles cryosection. (B) SDH 

staining of the consecutive cryosection from the same muscle. (C) Hematoxylin/Eosin 

staining of the consecutive cryosection from the same muscle. (D) ROI analysis of the 

fibers within a muscle cryosection. (E) Correlation analysis of TPE and SDH signal 

intensity from the same fiber (N = 4 cryosections, n =350 fibers). Pearson correlation 

coefficient P > 0.75. Yellow (*) and red (#) highlight corresponding fibers, oxidative and 

glycolytic respectively. (F) Cross-sectional area plotted against TPE fluorescence intensity 

highlight the higher mitochondria content of smaller fibers. Pearson correlation 

coefficient P > 0.85. Scale bars 100 μm. 
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The main advantage of using a microscopy setup with two independent 

laser sources is that we can achieve the optimal illumination conditions for 

two distinct features without any compromise on signal strength or excitation 

efficiency. This is particularly useful for a Label-Free imaging technique, 

where, usually, the detected signals are significantly lower than the average 

fluorescence signal coming from commercial fluorophores and the 

requirements needed to obtain a good S/N ratio are more stringent. In order 

to prove what our multi-modal setup can achieve when applied to a 

biologically relevant specimen, we image a portion of decellularized bovine 

pericardium using both laser sources simultaneously (see Figure 6.6). The 

sample is primarily made of collagen fibrils, thus one of the laser sources is 

entirely dedicated to the optimization of the SHG emission from the bundles. 

Another significant part of the sample consists of elastin, which has its Auto-

Fluorescence Excitation maximum at 425 nm216, thus requiring a Two-Photon 

Excitation beam tuned around 800 nm in order to achieve the highest signal 

strength. However, collagen shows a significant absorption of blue photons216 

which competes with the Two-Photon Excitation of the elastin Auto-

Fluorescence and the detection of the SHG signal coming from the collagen 

itself (due to Auto-Absorption) resulting in a lower S/N ratio at a given 

excitation power and a lower SHG penetration depth. We solve this problem 

tuning one laser source to 800 nm and the other to 1200 nm: the first beam is 

optimized for the imaging of elastin Auto-Fluorescence while the second beam 

is optimized for maximum SHG excitation efficiency. At 1200 nm, no 

significant elastin excitation is measured, the SHG signal is significantly 

Figure 6.5: TPE/SHG and SHG/THG images of ex-vivo lung tissue. (A) TPE and SHG 

signals imaged at 800 nm. Cells nuclei and lipid bodies can be recognized by their TPE 

Auto-Fluorescence Emission (Green, λem ~ 500 nm) while the coarse collagen fibers 

produce a strong SHG signal (White, λem = 400 nm). (B) Magnification of the area inside 

the red box. (C) SHG from collagen fibers and THG from lipid bodies are simultaneously 

excited by a 1200 nm wavelength without any Auto-Fluorescence background. The 

image shows a different section of the same sample as (A). Scale bars 20 μm. 
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stronger (due to lack of competing processes) and the penetration depth inside 

the tissue is of a few hundreds of microns, thus enabling 3D reconstruction 

studies on optically thick samples. Z-stacks performed on thick tissue show 

that the SHG signal could be detected without any problem up to 200 μm deep 

inside the sample (Figure 6.6.C). 

 

 

6.3 Materials and Methods 

All experimental procedures are performed according to the European 

Commission guidelines and have been approved by the local ethical 

committee and the Italian authority (Ministero della Salute), in compliance of 

Italian Animal Welfare Law (Law n. 116/1992 and subsequent modifications). 

• Heart Cryosections: Mice were sacrificed by cervical dislocation and 

hearts were quickly harvested and cut in two portions in the transverse 

direction and processed as described elsewhere217. Blood clots were 

carefully removed, and the heart was fixed to maintain structural 

integrity with 1% paraformaldehyde in phosphate buffered saline (PBS 

1X: 137 NaCl, 2.7 KCl, 10 Na2HPO4, 1.8 KH2PO4, in mM) at room 

temperature for 15 minutes. After 3 washes of 5 minutes with PBS 1X, 

hearts could dehydrate in sucrose 30% (w/v in distilled water) at 4 °C 

overnight. The following day, hearts were embedded in OCT freezing 

medium (Optimal Cutting Temperature, Kaltec) and carefully frozen in 

Figure 6.6: Simultaneous TPE and SHG images of the decellularized pericardium. (A) 

SHG signal from collagen bundles imaged with 1200nm wavelength (Red, λem = 600 nm) 

and elastin Auto-Fluorescence excited with 800nm wavelength (Green, λem ~ 500 nm). (B) 

Details of the elastin and the collagen structure. Scale bars 50 μm. 
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liquid nitrogen vapor.  Frozen samples were maintained at -80 °C. 

Frozen hearts were cut in 10 μm slices using a cryostat (Leica CM1850, 

Leica Microsystems GmbH, Wetzlar, Germany) and placed on 

superfrost glass slides (Vetrotecnica) maintained at -80 °C until use. 

 

• Gastrocnemius Muscle and SDH Staining: Gastrocnemius muscles 

were harvested from mice and immediately frozen in liquid nitrogen, 

maintained at -80 °C and used within a few days, to minimize NADH 

fluctuations. Ten-micron cryosections were cut with a cryostat (Leica 

CM1850, Leica Microsystems GmbH, Wetzlar, Germany), maintaining 

the same slicing angle for all the sections. Some slices were stained with 

Succinate dehydrogenase (SDH) activity while others were directly 

observed in 2PM. SDH cryosections were also examined under a 

fluorescence microscope (Olympus BX60), as described elsewhere218. 

 

• Ex Vivo Lungs: Mice were sacrificed by cervical dislocation and lungs 

were quickly harvested and carefully washed with ice-cold PBS to 

avoid blood clotting. Lungs were then transferred to a petri dish filled 

with PBS. To prevent curling and movement, lungs were held down by 

a home-made platinum holder. 

 

• Decellularized Bovine Pericardium: Bovine pericardia were collected 

from the local slaughterhouse and decellularized using a method based 

on alternated hypo- and hypertonic solutions, detergents (Triton X-100 

and sodium cholate, Sigma-Aldrich, Saint Louis, MO, USA) and non-

specific endonucleases (Benzonase, Sigma-Aldrich)219,220. Following the 

decellularization procedure, samples of 1 cm2 were placed into plastic 

embedding devices (Bio Optica, Milano, Italy) and covered by a thin 

layer of 4% low melting agarose solution prepared in PBS (Sigma-

Aldrich).  

 

• Statistical Analysis: Images were processed in Fiji using the ROI 

Manager plug-in in order to obtain mean ROI intensities and area 

values for every single hand-drawn region of interest, delimiting the 

exposed fibers cross-sections. Pearson correlation coefficient was 

evaluated in OriginPro™ 2016 and data were fitted by linear regression. 
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Chapter 7 

Conclusions 

We successfully designed and developed a working prototype of our hybrid 

resonance enhanced silicon photodiode. The measured increase in 

responsivity at 950 nm is ~50%, with respect to a traditional silicon 

photodiode, used as substrate. The enhancement does not reach the maximum 

predicted theoretical value of ten times the original responsivity, but it is still 

a significant increase, which put our device above any non-enhanced silicon-

based detector (considering an equal active area thickness). There are multiple 

possible reasons that could account for the difference between the real and 

theoretical enhancement. It is known that working with Wood’s anomalies of 

the second type is quite a difficult task since their excitation usually requires a 

high degree of control over all the structural and experimental parameters. In 

our case, the two most probable causes for the lack of an efficient anomaly 

excitation are the relatively high “lateral roughness” of the silver nanodots and 

the complete lack of control over the light incident angle during the electro-

optical characterization process. 

 It has been shown before that a roughness above ~7 nm can completely 

damp the resonance peak of a Wood’s anomaly221. Our silver nanodots have 

really good roughness levels on the top surface, as discussed in the previous 

chapter, with a root mean square value between 2-5 nm, depending on the 

metal deposition recipe. However, due to the polycrystalline nature of the 

deposited Ag, their “lateral roughness” (the roughness of the lateral surfaces) 

appears to be quite substantial. From an SEM analysis, its root mean square 

seems to be ~10-15 nm, which is high enough to be a reasonable candidate for 

the anomaly peak dampening. A possible solution to this problem could be 

trying to reduce the later roughness via thermal treatment of the nanodots 

array. Preliminary experiments show us that thermal annealing at 220 °C for 

60 min (in N2 atmosphere) can help to reduce the lateral surfaces’ roughness 

of the dots (see Figure 7.1), but further studies are needed.  

A related problem arises from the difference measured between the array 

period along the tow in-plane axis, the x-axis and the y-axis. Having a 

structure with two (slightly) different periodicities equals to having two 

different Rayleigh singularities, thus two different coupling conditions to be 

satisfied in order to successfully excite a Type 2 Wood’s anomaly along the 

two perpendicular axes. This means that our prototype performance could be 

severely dampened by destructive interference between the two anomalies. 
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Figure 7.1: Comparison between a few silver nanodots before (left) and after (right) 

thermal annealing at 220 °C for 60 min in nitrogen atmosphere. There seems to be an 

improvement of the lateral roughness and a decrease in the average number of grains 

inside a single dot. 

Figure 7.2: Fourier transform analysis of an array SEM image (top) compared to the 

Fourier transform of an ideal array (center) and the Fourier transform of an array of dots 

with a high degree of lateral roughness (bottom). The similarities between the 

experimental image transform and the last transform analysis are clearly visible. This 

“disorder” can be the main cause for the vanishing of the anomaly peak. 
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 Christ et al. also showed that the angle of incidence of the light 

impinging on the device is crucial for correctly exciting and measuring an 

anomaly resonance222,223. Light striking a structure designed for normal 

incidence with an angle greater than ~12° completely fails to excite the 

anomaly. Furthermore, a high degree of angle resolution (within 1°) is 

necessary in order to properly measure the resonance peak. Our electro-optical 

characterization setup lacks control over both these conditions because the 

light exiting from the monochromator is highly divergent and, at present, 

cannot be collimated and the angle of incidence cannot be chosen. A better 

setup is needed in order to produce more controlled and precise results. 

 We have also presented our multi-modal microscope with two laser 

sources, capable of performing TPM and HG simultaneously by fine-tuning a 

specific source for one or the other. Our approach combines the best traits of 

both imaging techniques (e.g. intrinsic optical sectioning, reduced photo-

bleaching, Label-Free capabilities) while avoiding any compromise on image 

quality, signal strength, time investment and with a significantly reduced need 

for post-processing corrections with respect to common sequential multi-

wavelength approaches189. This is particularly relevant for HG, where the 

signal intensity is extremely sensitive to many external factors and the need 

for careful optimization of the experimental parameters on a sample basis is 

stringent. We showed that after a calibration of the lasers polarization states, 

the microscope can acquire images with a very high signal intensity and good 

S/N ratio for both TPE and HG and enables the simultaneous Label-Free 

imaging of different structures on which several studies can be successfully 

performed in order to obtain biologically relevant information without 

significantly altering the samples. We also proved that all the capabilities of 

our setup remain unchanged while studying thick ex vivo samples, detecting 

significantly strong signals up to 200 μm deep in the sample. We fully took 

advantage of the dual laser configuration while examining decellularized 

bovine pericardium, achieving an optical penetration depth of hundreds of 

microns and performing 3D reconstructions from z-stacks of optically thick 

samples without the need of any molecular probe labeling. Using Label-Free 

techniques preserves the samples as similar as possible to their original 

conditions, even after several hours and many imaging sessions, maximizing 

the repeatability and the feasibility of multi-techniques examinations. As a 

final remark, we want to emphasize the high upgradability of our dual-laser 

setup, in which more complex Label-Free Microscopy methods, like Coherent 

Anti-Stokes Raman Spectroscopy (CARS) and Stimulated Raman 

Spectroscopy (SRS) Microscopy, could easily be integrated. The possibility of 

expanding our setup also in the direction of Two-Photon Excitation 

STimulated Emission Depletion (2P-STED) Nanoscopy is currently being 

examined, as well as the use of adaptive optics to control more precisely the 

beams overlapping and the aberration-correction procedure224.  
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Appendix A 

Simulations on SOI substrate 

It is possible to design an all-optical structure capable of theoretically enhance 

the absorption efficiency of our silicon photodetector similarly, if not better 

than the plasmonic nanodots array, using a dielectric diffraction grating made 

of silicon nitride. Dielectric diffraction gratings have several advantages over 

plasmonic gratings, mostly related to their fabrication process and structural 

parameters control, therefore making them an interesting alternative for the 

enhancement of traditional photodetectors. However, such a structure 

requires a silicon-on-insulator (SOI) substrate, instead of the simpler Si/Si3N4 

photodiode (see Figure A.1), as was previously shown by Ghioni et al. for 

cavity-resonance enhanced SPADs225,226. Assuming an active area 1μm thick 

and a working wavelength of 950 nm, all the simulation methods previously 

described in Chapter 3 can be applied also to this device. 

 

Figure A.1: Schematic representation of an all-optical absorption enhancement structure 

with a silicon nitride diffraction grating and a SOI substrate photodetector. 
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Using a TM incident light, after structural optimization we find two distinct 

resonances at p ~ 560 nm and p ~ 650 nm. From a quick examination of the 

simulated electromagnetic fields, both resonance peaks appear to be related to 

two guided modes inside the relatively thin slab of active silicon (see Figure 

A.2), however, while the p ~ 560nm peak is extremely tall and narrow (up to 

Pabs ~ 80% for a full-width half maximum of ~ 5 nm), the other peak is much 

broader and shorter. This difference probably arises from a significant 

variation of coupling efficiency between the impinging light and the two 

resonances. 

 

 

 

Figure A.2: Simulated power absorbed inside the active silicon slab (blue curve) and 

reflectance spectrum (green curve) of a theoretical all-optical enhanced device 

illuminated with TM light. As can be clearly seen from the magnetic field norm plots, 

both resonance peaks are related to one (or more) guided mode inside the active slab, but 

the coupling efficiency is much higher in the case of the p560 resonance. 
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Switching to a TE incident light, we can find yet again another guided mode 

resonance peak at p ~ 675 nm (unlike the plasmonic array case, where only TM 

modes can be supported in a 2-D environment) very much like the hybrid 

resonance peak described for the nanodots array, in terms of strength and 

FWHM (Pabs ~ 20% and FWHM ~ 20 nm). Its reasonable width makes this peak 

the best candidate for future applications in realistic cases. 

 

 

 

 

Figure A.3: Simulated power absorbed inside the active silicon slab (blue curve) and 

reflectance spectrum (green curve) of a theoretical all-optical enhanced device 

illuminated with TE light. As can be clearly seen from the magnetic field norm plot, the 

resonance peak is related to one (or more) guided mode inside the active slab, traveling 

along the silicon nitride slits. 
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Finally, exploring the pitch/wavelength maps of both TM and TE illumination 

modes shows that the TE p675 resonance can be excited and stays wider than 

the stronger TM p560 resonance up until ~ 970 nm (incident wavelength), then 

it completely disappears, while the TM p560 persists. This behavior leaves us 

with a choice to make: exploit the broader, more reasonable but less strong, TE 

resonance and accept its limited operative wavelength range, or choose the 

incredibly strong but much narrower TM resonance for its wider operative 

range potential? There probably is no absolute right choice, but it depends on 

the specific applications and the achievable degree of control over all the 

fabrication process parameters. 

 

 

 

 

 

Figure A.4: Pitch/wavelength maps of the TM p560 resonance (left) and the TE p675 

resonance (right). The TE resonance is much wider than the TM resonance, however it 

cannot be excited above ~ 970 nm. 
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