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Numerical simulations of fires in road and rail tunnels with structural
and fluid dynamic analysis

by Matteo Pachera

The present works investigates with numerical methods the performance
of longitudinal ventilation system and the structural response of a tunnel in
case of fire. Computational fluid dynamics allows to simulate the flow field
in a generic domain solving the equations of Navier Stokes. Several codes
have been developed for the purpose and due to its specific development
the code Fire Dynamic Simulator has been chosen, FDS. FDS is used to sim-
ulate the flow field induced by a fire and by jet fans in order to evaluate
the capability of the devices to confine the smoke. Jet fans in tunnel have
been modelled and validated against different experiments in cold flow, in
order to compare pressure and velocities. The fire has been later added and
an entire tunnel has been simulated with jets fan activated, the results have
been compared with experimental measurements for temperatures, veloc-
ities and volume flows. The simulations assessed the capabitity of FDS to
simulate jet fans and fire predicting the pressure rise, velocity decay of the
jet and the smoke confinement. FDS is also capable to correctly predict the
throttling effect inside a tunnel considering the reduction of the volume
flow rate across the tunnel due to the fire.

FDS has been later used also to predict the thermal loads on a concrete
structure exposed to fire. A structural code developed at the University of
Padua, Comes-HTC, has been used to simulate the response of concrete at
high temperature. The code has been coupled with FDS in order to use a
realistic set of boundary conditions for the structural calculation. To couple
the two codes an interpolation approach has been proposed and verified
for the interfacing of Cartesian grids and structured grids. The coupled ap-
proach has been applied to study a concrete slab exposed to different fire
scenarios, evaluating the influence of the fire growth rate and the HRR per
unit of area. The coupled analysis has been applied to study a rail coach on
fire in a tunnel, the study focused both on the modelling of the fire scenario
and on the response of the vault. The coupled approach has been developed
to transfer the results from FDS to Comes-HTC, however in order to study
the influence of the structure on the fluid a two way coupling has been
tested for the slab exposed to fire. Another coupled approach has been pro-
posed embedding the Comes-HTC model in FDS. The different approaches
showed similar results, therefore the one way coupling is considered the
most usable, due to its capability to coupled also non-corresponding ge-
ometries.
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Chapter 1

Introduction

Fires in tunnels is a wide and multidisciplinary topic due to the specific fea-
tures that differentiate tunnels from other structures. Several studies about
tunnels’ fire safety have been carried out in many different fields of science
and engineering. Smoke extraction and confinement have been widely in-
vestigated with numerical simulations and experiments, studying the effect
of the ventilation on the smoke confinement and on the fire development.
The possibility to suppress the fire with water has been investigated in or-
der to understand the interaction between fire, smoke and droplets of water.
Several studies have been carried out on the egress of the people trapped
in the tunnel, in order to provide a safe exodus and minimize the fatalities.
Concrete structures at high temperatures have been investigated with nu-
merical methods and experiments in order to assess the risk of spalling and
failure for the structure.

These topics are too wide to be studied in a single doctorate, therefore
only two specific areas have been investigated.

1.1 Tunnel ventilation test

In tunnels’ fire safety one of the most investigated topic is the ventilation,
this can be used to control the level of pollution under security level [1, 2]
or to extract or confine the smoke in case of fire. The smoke can be con-
trolled with different strategies depending on the tunnel’s features, such as
length, slope, traffic and number of lines. The ventilation, in case of fire,
has to maintain a tenable environment for the people trapped in the tunnel
and exodus ways clear of smoke. In the engineering practice, guidelines
and regulations are followed in order to provide the required safety level.
Standards for tunnel safety have been released by NFPA [3], PIARC [4],
European Union [5] and United Nations [6], besides these internationally
recognised guidelines there are also national guidelines. In these regula-
tions the different ventilation strategies are divided in two main groups:
natural ventilation and mechanical ventilation.

Naturally ventilated tunnels don’t require any mechanical device to con-
trol the pollution level or the smoke. The flow along the tunnel is induced
by the movement of vehicles, piston effect, by the different atmospheric
conditions at the portals and by stack effect combined with the tunnel’s
slope. These effects, except for the last, cannot be controlled in order to
face different tunnel operating conditions, low-high traffic or fire. This ven-
tilation strategy is obviously limited to short tunnels and their maximum
length is bounded by the reference regulation.
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Mechanically ventilated tunnels use ventilation devices to control the
smoke and the air quality, therefore the tunnel’s length can be extended
up to many kilometres. Many different ventilation strategies have been
developed to find the solution that provides high safety level and accept-
able costs. Longitudinal ventilation induces a flow along the tunnel which
pushes the smoke or the vitiated air out of the tunnel, using this as ex-
haust duct. Jet fans or Saccardo nozzles can be installed to push the smoke
along the tunnel and keep a tenable environment upstream the fire. This
approach is convenient for short tunnels because the installation of jet fans
doesn’t require the creation of a ventilation network. Longitudinal ventila-
tion can be induced also with vertical shafts by generating a local circula-
tion of the air and smoke extraction extract. Longitudinal ventilation can
be applied only to tunnels with two or more tubes where the smoke can be
exhausted in the direction of the cars exiting the tunnel.

Longer tunnels cannot be used as duct because of the high the pres-
sure losses and because a large portion of tunnel is filled with smoke. In
these cases the most common ventilation strategy is the transverse or semi-
transverse ventilation. Additional ducts are created to supply fresh air and
to extract the vitiated air or smoke. In a fully transverse ventilated tunnel
there are both supply and extraction, while in semi-transverse ventilated
tunnel only supply or extraction ducts are created. Fully transverse ven-
tilation strategy is the most expensive because it requires the creation of a
complex network of ducts for the exhaust and supply of air, however it is
capable to keep the smoke confined near the fire. Transverse and longitu-
dinal ventilation strategies can be combine together creating new hybrid
approaches.

These ventilation strategies have been investigated with experiments,
in small and big scale, and with numerical simulations. Big scale tunnel
fire tests have been performed in the past in order to study the effective-
ness of the ventilation on smoke confinement and the dynamics of fires in
tunnels. From all those tests not everyone has a complete set of data that
could be used to reproduce the experimental results with numerical mod-
els. In some older test the Heat Release Rate (HRR) has not been measured
and only some information about the temperature are available. In this
work special care has been paid to the experiments where tunnels were
equipped with jet fans, since the topic is widely studied in chapter 3. Sev-
eral small scale tests have been carried out in order to study the capability
of the longitudinal ventilation to confine the smoke. But the difficulty in
resizing the ventilation device required a simplification of the ventilation
system, usually in these tests a uniform flow is provided at the tunnel’s in-
let. In large scale experiments the jet fans are used to confine the smoke, but
due to the cost and the risk related with large scale tests, few experiments
have been carried out. The experiments presented hereafter have been cho-
sen because they include ventilation devices, jet fans, and comprehensive
measurements which allows to simulate the whole tunnel with numerical
methods.

1.1.1 EUREKA project

The first test campaign which gave many information about fire scenarios
in tunnel, with several measurement, has been the EUREKA project [7].
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In this project twenty one tests have been carried out in Repparfjord tun-
nel in Norway, using different fuels and different ventilation regimes. The
project has been supported by different countries in Europe: Austria, Fin-
land, France, Germany, Great Britain, Italy, Norway, Sweden and Switzer-
land. The main goal of the research was to investigate the safety of tunnels
in case of fire, including different research topics:

• Fire dynamics in tunnels

• The effect of the surrounding structural parts on the fire

• Escape, rescue and fire extinguishing possibilities

• Reuse of the structure

• Accumulation of theory

During the tests different fire loads have been used such as cars, HGV,
bus, metro car and wood cribs. The fire development has been monitored
using oxygen consumption calorimetry allowing to quantify the HRR of
the different fires. The tunnel was longitudinally ventilated with an aver-
age velocity ranging from 0 to 8 m/s. During the tests, the fire spread and
the HRR have been investigated, highlighting the importance of the state
of vehicle. The roof can act as screen for the radiative flux reducing the fire
spread, the windows’ break can speed up the fire growth because of the
greater oxygen availability. In order to evaluate the thermal loads on the
structure, temperatures beneath the ceiling have been measured for differ-
ent fires. For cars and rail coach the temperature were about 800-1000 ◦C,
but for a burning HGV the temperature under the ceiling rose up to 1300
◦C, with an estimated HRR of 100 MW. This forced the national authorities
to review their guidelines about the thermal input that has to be used to
verify the tunnel structures.

1.1.2 The Memorial Tunnel Fire Ventilation Test Program (MT-
FVTP)

The Memorial Tunnel Fire Ventilation Test Program is a large experimental
campaign carried out in a abandoned tunnel in the West Virginia (USA)
under the Paint Creek Mountain [8]. The Memorial Tunnel is a two lane
tunnel with a length of 853 m, height of 7.86 m (4.33 with the ceiling in
place) and a slope of 3.2%. Differently from the EUREKA project in the
Memorial tunnel only pool fires have been used, with different nominal
powers 10 MW, 20 MW, 50 MW and 100 MW, because the main goal of
the tests was the assessment of the effectiveness of the ventilation system.
Different ventilation strategies have been tested with different fire scenarios
and suppression system. The ventilation regimes tested are listed hereafter:

• Full Transverse Ventilation

• Partial Transverse Ventilation

• Partial Transverse Ventilation with Single Point Extraction

• Partial Transverse Ventilation with Oversized Exhaust Ports
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• Point Supply and Point Exhaust Operation

• Natural Ventilation

• Longitudinal Ventilation with Jet Fans

In the tests the heat release rate has been calculated basing on the fuel mass
loss from the pan. Along the tunnel, temperatures, velocities, species’ con-
centration and visibility have been measured at different locations.

First, the fully transfers ventilation has been tested, using the original
ventilation system installed in the tunnel. The smoke is extracted in the
upper part of the tunnel which is divided from the main body by a false
ceiling. The ventilation duct was connected to the fan rooms located at the
portals of the tunnel. Using the original ventilation configuration the first
five ventilation strategies have been tested. Later, for the longitudinal and
natural ventilation tests the false ceiling has been removed in order to hang
the jet fans to the ceiling.

The tests performed under different fire and ventilation conditions gave
back interesting results about effectiveness of the ventilation strategies. Semi-
transversal ventilation strategy has been tested, when pure dilution of the
smoke is performed the effectiveness of the ventilation system is quite small.
Fully transverse ventilation system can better control heat and smoke when
they can induce a longitudinal flow inside the tunnel. It is fundamental to
have multiple extraction and supply zone in order to control the longitudi-
nal flow, the single point extraction strategy couldn’t handle properly the
smoke flow along the tunnel. The most effective ventilation strategy re-
quires both extraction and confinement, this can be done controlling the
extraction and the supply of air. From the longitudinal ventilation test the
capability of the jet fan to confine the smoke downstream the fire has been
compared with the data coming from the small scale experiments. The crit-
ical velocity, capable to confine the smoke downstream the fire, has been
already widely studied in small scale tunnels, but the MTFVTP depicted
the longitudinal flow reduction caused by the fire, which is better know as
throttling effect.

Besides the ventilation system, also foam suppression system has been
tested in order to assess its performance with different fire size and different
ventilation strategies.The test aimed to evaluate of the influence of longitu-
dinal velocity on the suppression time. The test showed that the effective-
ness of the foam was not diminished, even with the maximum longitudinal
air velocity 4.2 m/s.

1.1.3 2nd Benelux Tests 2002

In 2002 in the Netherlands a series of large scale test has been carried out
to study the tenability conditions for people trapped inside a tunnel in case
of fire and the mitigation effects [9]. The effectiveness of mechanical venti-
lation, detection system and sprinklers has been widely investigated with
a total of fourteen full scale tests. The tunnel is near Rotterdam and it is
rectangular shaped with a length of 840 m, a width of 9.8 m and an height
of 5.1 m. The slope changes along the tunnel and it has a maximum of 4.4%
in the middle of the tunnel. The tunnel is equipped with six jet fans placed
at the upstream portal of the tunnel, those are able to induce a longitudinal
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velocity of 6 m/s. During the test different fuels have been tested in order
to evaluate also the mutual interaction between fire and ventilation.

In the first series of test (1 to 4) pan filled with liquid fuel have been
ignited using different sizes in order to provide different HRR. The ventila-
tion system has been controlled providing different longitudinal velocities
in order to study how the smoke propagates and mixes with the fresh air.
In the second series of test (5 to 10) cars and covered trucks’ loads were
burned while the longitudinal ventilation was increased stepwise from 0
m/s to 6 m/s. The objective of this second series of tests was to monitor
the tenability conditions inside the tunnel and to evaluate the influence of
the ventilation of the fire’s growth. In the last series of test (11 to 14) the
sprinklers were activated with different fires: car, covered trucks’ loads and
uncovered trucks’ loads. The sprinklers were activated with different de-
lays in order to study the cooling effect on the fire, the inhibition of the fire’s
spread and the production of water vapour. When the sprinklers are acti-
vated the fire spread is delayed or inhibited, but sprinklers are not effective
on fire in closed cars.

In the tunnel different quantities have been measured, the HRR has been
calculated based on the mass loss rate of the burning material. Tempera-
tures inside the tunnel were measured with thermocouple trees in different
position and on the walls. The radiative heat flux was measured with heat
fluximeter placed at different distances from the fire. The gas velocity was
measured upstream and downstream the fire using hot wire anemometers
and pitot tubes. Detection systems have also been studied in order to quan-
tify the delay of the detection after the fire injection [10].

From the fire test it was possible to compare the critical velocities found
in [11] with the measured velocity which were able to confine the smoke
downstream the fire. The fire tests depicted the influence of the ventila-
tion regime on fire growth and on the HRR. The ventilation has an impor-
tant effect on the fire spread inside a vehicle, it can delay or speed up the
fire propagation depending on the configuration of the fire load. Differ-
ent results have been found for different vehicles on fire without giving an
unique answer to the problem. With a burning car the ventilation delayed
the fire spread since this was confined in the front part of the car without
propagating to the rear part. In case of truck the fire was growing faster
when ventilated, but the HRR peak increased only 1.2-1.5 times higher than
the power of the non ventilated case.

From the measurements of different quantities inside the tunnel it was
possible also to study the tenability conditions for the motorist. The condi-
tions were based on different criteria such as radiative heat flux, convective
gas temperature and optical density. Using these data, maps of tenability in
the tunnel have been drawn, highlighting the regions with impeding and
lethal conditions. The effect of ventilation on tenability conditions has been
studied for the different fires, the supply of fresh air to the smoke allows to
reduce the temperature of the gas downstream the fire. But the drawback
of this strategy is loss of stratification of the smoke, which is mixed with
fresh air and it leads to a reduction of visibility in the downstream zone. In
case of sprinklers’ activation the temperatures are reduced due to the cool-
ing effect of water droplets, but the visibility is also reduced because of the
de-stratification of smoke. Both for ventilated fires and suppressed fires it
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is important to consider not only the direct effect of these systems on the
tenability conditions, but also they interaction with the fire.

1.1.4 Other big scale test

In this chapter only three big scale experiments have been described, but
much more can be found in the literature, [12, 13]. These tests have been
selected because they provide a comprehensive set of measurements which
can be later used for the validation of numerical models. There are other
important experiments which are not directly related to ventilation with jet
fans in case of fire, but which investigated the fire dynamics inside a tunnel
and should be mentioned in this study.

In the Runehamar tunnel in 2003 four tests have been carried out to
study the fire development in HGV cargo loads in a tunnel, the interaction
of longitudinal ventilation with fire, fire spread between vehicles , the pro-
duction of toxic gases and the heat exposure of the tunnel linings [14].The
tunnel is 6 m high and 9 m wide and 1600 m long, the walls are made of
rock apart for the section where the fires took place. The fire zone was
placed 1.0 km from the upstream portal and the walls of the tunnel where
covered by heat-resistant plates. The test aimed to reproduce the load of an
HGV, therefore different material have been burned such wooden pallets,
mattresses and tyres. In order to confine the smoke, the tunnel was lon-
gitudinally ventilated with two mobile fans able to provide an air velocity
about 3.0 m/s. During the test some targets have been placed close to the
fire in order to study the ignition and the fire spread to other vehicles. The
measured power of the fire ranged from 50 MW up to 200 MW with a very
fast development, during the tests temperatures rose up to 1300 ◦C.

In 2011 another series of experiments has been carried out in Sweden
during the METRO project [15]. This project aimed to study the fire de-
velopment inside train and metro coach, the egress of trapped passengers,
smoke and fire control. In order to study the burning behaviour of a rail
coach two large scale tests were performed reaching a maximum HRR about
75 MW and a maximum temperature under the ceiling about 1100 ◦C. Re-
garding the passenger egress in the METRO project, different tests have
been carried out on small, medium and big scale. Particular attention has
been paid to the evacuation of trains, underground stations and tunnels,
with special care for senior citizen and persons with disabilities. In the
project technical equipment for fire prevention, evacuation and rescue has
been tested and classified in order to draw a state of the art for the problem.
Ventilation tests have been performed in order to evaluate the possibility to
confine smoke through jet fans located in different positions inside the tun-
nel. Smoke extraction has been studied together with pressurization pro-
cess to limit the smoke spread. The ventilation process has been later sim-
ulated with numerical methods in order to reproduce the experiments and
validate the numerical model. Another part of the project, which has been
highly innovative, was the investigation about the consequence of explo-
sions in underground stations, this was consequence of the terrorist threat.
The METRO project investigated with experiment and numerical methods
the effect of the explosion on the train and on the structure. From those
investigation it has been possible to learn how to evaluate the risk for the
structure after an explosion and how to proceed with the rescue operations.
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The capabilities and limitations of the rescue personnel has been object of
study using the full scale fire tests described before.

Those tests are only part of the several experiments carried out in the
past. The interested reader can find an extended list of fire tests in small
and large scale in [12, 13]

1.2 Smoke confinement and critical velocity

As seen in section 1.1 different ventilation strategies can handle smoke in
case of fire, longitudinal ventilation confines the smoke in one part of the
tunnel, while transverse and semi-transverse ventilation extracts the hot
gases from the tunnel. In order to design the longitudinal ventilation sys-
tem it is important to know the velocity able to confine the smoke down-
stream the fire. When the longitudinal velocity is too low and the smoke is
capable to spread upstream the fire there is occurrence of backlayering. The
critical velocity is defined as the minimum velocity capable to prevent the
backlayering of the smoke in case of fire. Critical velocity is function of the
HRR, position of the fire, the section of the tunnel and its slope.

The critical velocity has been investigated first by Thomas in [16] with
mathematical modelling and experiment. Considering data coming from
small and big scale tests he investigated the backflow of smoke, which can
be confined when the inertial force of the incoming fresh is greater than the
buoyancy force of the smoke. The ratio among these to forces is expressed
by the Froude number, Fr:

Fr =
Inertiaforces

Gravityforces
(1.1)

According to Thomas the backlayering distance, defined as the length trav-
elled by the smoke upstream the fire, is function of the Froude number:

X

H
= f(Fr) = f

(
T0ρ0 cpu

3A

2 g H Q̇

)
(1.2)

Where u is the longitudinal velocity, ρ0 is the air density, cp is the specific
heat, T0 is the ambient temperature,A is the tunnel’s cross section area, H is
the tunnel’s height and Q̇ is the HRR. Thomas found out a linear relation be-
tween the back-layering distance and the reciprocal of the Froude number,
as written in equation 1.2. If there is no back-layering so the smoke doesn’t
travel upstream the fire, according to equation 1.2 the critical velocity can
be calculated as:

ucr = k

(
g H Q̇

TρcpA

) 1
3

(1.3)

Where k is a constant which can be calculated basing on experimental data.
Similar results have been found out by Kennedy [17] who proposed a sim-
ple equation similar to equation 1.3:

ucr = k

(
g H Q̇

TfρcpAFrcr

) 1
3

(1.4)
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Where Frcr is the critical Froude Number and Tf is the downstream tem-
perature induced by the fire.

Tf =
Q̇

ρcpAFrcrucr
+ T0 (1.5)

The equations presented above are based on the theory of a critical Froude
Number which is calculated together with the constant k evaluated with
experimental data. According to the measurements of Lee [18] the criti-
cal Froude number ranged between 4.5 and 6.7 while Kennedy proposed a
value of 4.5.

This equation is valid in a reduced range of fires since for high values of
HRR the critical velocity has an asymptotic behaviour. To study the back-
layering in a wider range of fire powers, Oka and Atkinson introduced the
non-dimensional velocity u∗ and the non-dimensional HRR Q̇∗ based on
the Froude scaling theory[19].

u∗ =
u√
g h

(1.6)

Q̇∗ =
Q̇

ρcpTg1/2H5/2
(1.7)

Oka and Atkinson tested a wide range of HRR which corresponded in a
real tunnel, with 5 m diameter, to fires from 2 and 150 MW. For each fire
scenario the critical velocity, able to confine the smoke downstream the fire,
has been measured. For high HRR the critical velocity is not following the
relation 1.3, but it reaches an asymptotic value. Based on the experimental
data, a new formulation for the critical velocity has been proposed:

u∗c =

kv
(
Q̇∗

0.12

)1/3
, if Q̇∗ < 0.12

kv, if Q̇∗ > 0.12
(1.8)

Where the coefficient kv is function of the geometry and of the position of
the fire source and which varies between 0.22 and 0.38. From this equa-
tion it is clear that there is a limit to the critical velocity, which depends on
the height of the tunnel, but not on the HRR. An explanation of the upper
limit of the HRR has been partially given in [11] looking at the plume in
the tunnel, when the flame impinges the ceiling then the critical velocity is
not affected by the HRR. This study revealed the real trend of the critical
velocity and the existence of a supercritical velocity independent from the
HRR, but it couldn’t give a satisfactory explanation of the reason why the
critical velocity is bounded.

The effect of the tunnels’ cross section couldn’t be correctly explained
by the equation 1.8, because only the height of the tunnel is considered,
while the backlayering is a three-dimensional problem. To overcome this
problem, as proposed by De Riz [20] and later assessed by Wu and Barak
[21], the tunnel’s height can be substituted with the tunnel’s hydraulic di-
ameter in order to consider the effect of the cross section. The hydraulic
diameter is defined as the ratio among four time the area of the tunnel’s
section and the wetted perimeter. Starting from the same non dimensional
analysis proposed by Oka [11], Wu and Bakar proposed an new equation
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for the critical velocity:

u∗c =

0.40
(
Q̇∗

0.20

)1/3
, if Q̇∗ < 0.20

0.40, if Q̇∗ > 0.20
(1.9)

To explain the findings of Oka about the upper limit of the critical velocity
the dynamics of the flame inside the tunnel has been investigated. Wu and
Bakar divided the fire plume in three zones which can be summarized here:

• Persistent flame: portion of flame near the source with high tempera-
ture (T > 500 ◦C) and accelerating gas flow.

• Intermittent flame: above the persistent flame with medium-high tem-
perature (250 ◦C < T < 500 ◦C) and near constant velocity.

• Buoyant plume: upper part of the plume with temperature (T < 250
◦C) and velocity decreasing with height.

If the fire is small only the buoyancy plume reaches the ceiling, while the
two other flame zones are low near the ground. When the HRR increases
and the intermittent flame impinges the ceiling, the critical velocity ap-
proaches a constant value. According to [21] the constant velocity region
generates a barrier which doesn’t depend on the power of the fire, but this
can be questioned because the smoke movement is controlled by the total
pressure rather than the sole velocity. As argued in [22] the backlayering is
stopped when the total pressure of the incoming flow is equal to the total
pressure or the smoke, but at this time it is not fully understood why the
pressure becomes independent from the HRR [12].

A review of the critical velocity and of the backlayerig distance in tun-
nels has been presented by Li in [23] where he proposed a formulation sim-
ilar to equation 1.8 based on new experimental data obtained in small and
large scale tests.

u∗c =

0.81
(
Q̇∗
)1/3

, if Q̇∗ < 0.15

0.43, if Q̇∗ > 0.15
(1.10)

This equation has been compared with the results coming from big scale
test showing a great agreement with them. The equation can be applied
also to tunnels with obstructions, which reduce the cross section of a factor
ε (blocked area divided by total area):

u∗c,obst = u∗c (1− ε)u∗c (1.11)

The reduction of the cross section increases the longitudinal velocity along
the tunnel. In the section of the fire the velocity is higher than the critical
one due to the section’s contraction, while in the other parts of the tunnel,
where there are no obstructions, the longitudinal velocity can be below the
critical value. The different estimations of the critical velocity are compared
together in figure 1.1a in order to show the difference between the proposed
equations. If the longitudinal velocity is below the critical value the smoke
is capable to flow upstream the fire. Figure 1.1b shows the backlayering
during the Metro test [15] and the backlayering distance travelled by the
smoke.
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FIGURE 1.1: Critical velocities and smoke backlayering

1.2.1 Scaling process: from small scale to big scale

As seen in the previous section, the most of the data regarding the critical
velocity are coming from small scale tests, because of the cost and of the dif-
ficulties related to the execution of full scale experiments. The information
about critical velocity obtained in the laboratories are exported to real scale
tunnels, therefore it is necessary to find a simple and reliable way to ex-
change results among scales. Starting from the governing equations of the
fluid dynamic problem several non-dimensional numbers can be defined to
describe the phenomena involved. In order to have two similar flow fields
all the non-dimensional numbers should be preserved among the scales,
but this is not feasible in practice so only some of them are kept among the
scales. The two most important numbers for fire problems are the Froude
and the Reynolds numbers, these represent the ratio among the forces that
are driving the fluid:

Fr =
Inertiaforces

Gravityforces
=

u√
gL

(1.12)

Re =
Inertiaforces

V iscousforces
=
ρuL

µ
(1.13)

To transfer the results from one scale to the other these numbers should be
the same in the two scales. The critical velocity in a real scale uc can be
calculated equalising the Froude numbers and knowing the characteristic
lengths of the tunnels L and L0 and the critical velocity in the small scale
uc0. In order to preserve also the Reynolds number the operative density of
the fluid should be changed as follows.

ρ

µ
=
ρ0
µ0

(
L0

L

)3/2

(1.14)

The fulfilment of the second equation 1.14 requires to change the density of
the operating fluid in one of the two scales.
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To scale the results in fire problems Quintiere [19] proposed three meth-
ods, summarized hereafter:

• Froude Scaling: only the Froude number is preserved, while the Reynolds
number changes between the scales, ignoring the effect of the viscous
forces on the fluid.

• Pressure Scaling: in order to preserve both numbers the operative
pressure of the experiment is changed.

• Analogue Scaling: in order to preserve both numbers the density of
the fluid is changed by using another one.

Among those three approaches the most common is the Froude scaling be-
cause it doesn’t require to change the density of the operating fluid and it
produces reliable results. The operative pressure in the experiment can be
set at the ambient value and normal fuels and air can be used. The limit of
the Froude scaling becomes evident when the fluid in the tunnel is not fully
turbulent, but is laminar, in such case when the viscous forces become a
major force in the flow the Froude scaling fails [24]. For the small scale tests
presented in section 1.2 the scale reduction didn’t change the flow from
turbulent to laminar, therefore the results about critical velocity can be ex-
trapolated to the real scale tunnel using the Foude scaling. A more detail
verification of the Froude scaling for tunnel problems is presented in sec-
tion 2.5.

1.2.2 Smoke confinement by means of jet fans

With small scale experiments the main research topic about longitudinal
ventilation is the calculation of the critical velocity, which is later used for
the design of the tunnel’s ventilation. In a real tunnel the flow is pushed
by jet fans which blow air or smoke at high velocity (30-40 m/s) inducing a
longitudinal flow along the tunnel.

Jet fans are relatively simple machines, made by one rotor and in some
solutions a stator. The work exchanged among the fan and the fluid can be
written based on the Euler equation:

W = ω(ut,2r2 − ut,1r1) (1.15)

Where ut is the tangential component of the velocity in the fan and ωr is the
rotation speed of the fan. The impulse force induced by the jet fan when
placed in a tunnel can be calculated as:

Ff,u = ρ(ua − utun)Qf (1.16)

where ρ is the flow density ua is the velocity at the exhaust of the fan, utun is
the velocity in the tunnel and Qf is the discharged volume by the fan. The
force of the jet fan is reduced because of the pressure losses caused by the
recirculation of flow inside the tunnel, the net force applied to the tunnel is
calculated as:

Ft = ρ(ua − utun)Qf
1

k
(1.17)

Where k is the effectiveness of the jet fan inside the tunnel or Kempf factor,
which has been first introduced in [25] and it represents the portion of the
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thrust of the fan that induce a longitudinal flow. The value k depends on
the position of the fan inside the tunnel and on the jet fan configuration.
The effect of the distance of the jet fan from the wall has been investigated
by different authors in [25–27]. Those first experimental investigations con-
sidered a single jet fan which was tested with a uniform flow field at the
tunnel’s inlet. In real tunnels the presence of several jet fans generates a
mutual influence between the fans, due to the non-uniform flow induced
by the other devices. The jet fans’ grouping and the orientation of the fan
exhaust have been investigated with experimental test in [28, 29] evaluating
the efficiency for several configurations.

All those test have been carried out with cold flow, but jet fans are com-
monly used also to confine the smoke in case of fire, providing a longitudi-
nal velocity greater than the critical one. As found out by Oka and Atkinson
in [11] the critical velocity is upper limited for large fires, but this doesn’t
assure that the ventilation designed for cold conditions can handle also the
smoke confinement in case of fire. Large fires induce a pressure loss in-
side the tunnel and reduce the longitudinal flow generated by the fans, as
seen in [8]. The reduction of the longitudinal velocity induced by the fire
is known as fire throttling effect which has been studied first by Lee in [18]
with experimental measurement in a small scale tunnel. Lee noticed that in
case of a larger fire it is necessary to increase the fan speed and rise the pres-
sure in order to keep the same velocity in the tunnel. Similar results have
been found out in the Memorial tunnel when longitudinal ventilation has
been tested, a fire of 10 MW reduced the air velocity about 10 % and a fire
of 100 MW about 50-60 % compared to the cold conditions. The throttling
effect of the fire has been later investigated with numerical methods in [30,
31], where the longitudinal velocity in the tunnel has not been imposed but
calculated from the balance of the longitudinal forces inside the tunnel.

Throttling effect should be taken into account when the longitudinal
ventilation is designed for the smoke confinement, since it induces an ad-
ditional pressure loss which reduces the longitudinal flow compared to the
cold case.

1.3 Structural behaviour of concrete tunnels

The second main topic of this work is the structural analysis of concrete
structures exposed to fire. Most of the fires happened in the last decades
caused fatalities and damaged the structure of the tunnels requiring huge
cost for the refurbishment. In the Mont Blanc tunnel, between Italy and
France, in 1999 a Belgian truck caught on fire leading to an extended fire
which involved other 16 trucks, with 38 fatalities. In the Tauern Road Tun-
nel in Austria in 1999 an accident between several cars led to an extended
fire which caused 12 fatalities and several injured. In 2000 in Kaprun, near
Salzburg Austria due to an electric failure a funicular train caught on fire
with 159 fatalities. Earlier, fires like in Great Belt Tunnel in 1994 and Chan-
nel tunnel in 1996 didn’t cause fatalities but the tunnels were seriously dam-
aged due to spalling on the walls of the tunnel. In the tunnels portions of
material felt from the walls reducing the section of the tunnel and exposing
other parts of the vault to fire. The temperatures measured in the fires were
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in the range between 800 and 1100 ◦C and the fire lasted many hours due
to the spread between vehicles.

1.3.1 Temperature near the tunnels’ ceiling in case of fire

In order to protect the structures and the people trapped in the tunnel in
case of fire it is important to study the fire resistance of tunnel’s vaults,
which are mainly made of concrete. The concrete elements can be tested at
high temperature in order to assess their response to fire and their eventual
failure. To reproduce the fire scenario it is necessary to expose the struc-
ture to high temperatures which represent a realistic thermal load in tun-
nel. Standard temperature curves have been developed during these years
in order to reproduce different fire loads, figure 1.2a.
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FIGURE 1.2: Temperature curves for tunnel fire and effect
of the fire

A fire curve which was commonly used in buildings and is based on a
cellulose fire is the BS 476 or ISO 834 fire curve. This curve has a logarithmic
trend and it is a monotonic growing function, the temperature rises in the
first 30 minutes from 20 to 842 ◦C but later the fire growth is slowed down
and about 90 minutes are required to reach the 1000 ◦C. This fire curve
doesn’t have a descendent phase and it doesn’t represent the decay phase
of the fire. The cellulose fire, that is reproduced by the ISO fire curve, can-
not represent fire loads induced by hydrocarbon fuels which have a faster
growth and reach higher temperatures.

In the petrochemical industry a new fire curve, Hydrocarbon, has been
drawn in the 70s in order to fulfil the lacks of the previous curves. The
Hydrocarbon curve rises from 20 to 1000 ◦C in 7.5 minutes, reaches 1100 ◦C
after 30 minutes and remains constant. Also this curve was unsuitable for
tunnels where there is a strong interaction between the fire and the walls,
due to the high temperature the hot surfaces re-radiate and reduce the heat
losses through the vault rising the gas temperature. The curve has been
changed in order to reach higher temperature that might occur in case of
severe fires in tunnels, the modified HydroCarbon Modified curve (HCM)
peaks 1300 ◦C and remains constant up to 180 s.
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In Germany a curve has been developed to simulate the fire of a train
and of a car giving a time curve. The temperature rises from 20 to 1200 ◦C
in 5 minutes and later it remains constant up to 60 minutes for the train
and to 30 minutes for the car, later the temperature returns to 20 ◦C in 110
minutes.

The most severe fire curve has been developed by the Ministry of Public
Works, the Rijswaterstaat (RWS), and TNO in the Netherlands which sim-
ulated the temperature curve induced by a petrol tanker on fire (100 MW).
The temperature rises in 5 minutes from 20 to 1140 ◦C and reach the peak
of 1350 ◦C in 60 minutes later the curve cools down to 1300 ◦C up to 180
minutes.

The approach proposed here is fully prescriptive and doesn’t consider
the HRR of the fire, tunnels’ geometry, ventilation strategy and ventilation
velocity. A simplified approach to calculate the temperature of the gas im-
pinging the structure has been proposed by Kurioka [32] considering a tun-
nel with longitudinal ventilation. In this model the flame is modelled as an
hot flow of gas which is tilted by the longitudinal flow and can impinge the
ceiling downstream the fire place. The model has been validated against
some experimental data and it allows to predict the temperature distribu-
tion beneath the ceiling when the hot gas flow and/or flame impinges the
ceiling. The maximum temperature impinging the ceiling can be calculated
basing on the non dimensional HRR and on the Froude number:

∆T

Ta
=

1.77
(
Q∗2/3

Fr1/3

)6/5
, if Q

∗2/3

Fr1/3
< 1.35

2.54, if Q
∗2/3

Fr1/3
> 1.35

(1.18)

Due to the longitudinal velocity the flame is tilted downstream the fire place
of a length L and the maximum temperature downstream the fire occurs at:

L

Heff
Fr1/2 = α

 H3/2

b1/2A
1/2
f

FrQ∗(2η−1)/5

β (1.19)

Where Heff is the effective distance between the fire place and the ceiling.
Since the interaction between the flame and the cross wind is different de-
pending on the flame’s region, the coefficients α,β,η are calculated basing
on experimental observation and summarized in table 1.1.

TABLE 1.1: Coefficients for the flame model of [32].

Flame zone α β η ∆Tmax

Buoyancy -1/3 0.79 0.73 <250 K
Intermittent 0 0.92 0.60 250-550 K
Continuous 1/2 1.02 0.56 >550 K

The flame regions have been defined by Kurioka [32] in a similar way
as proposed in [21] using the a threshold temperature to divide the zones.
Another similar model has been developed by Li [33] who argued that the
model proposed by Kurioka couldn’t represent fire with high HRR since
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the maximum temperature rises up to 750 ◦C. Starting from the results ob-
tained in experimental works, Li proposed two different equations that can
be used for small fire, which are not impinging the ceiling, and big fire, im-
pinging the ceiling. To define the type of flame, the parameters DTR1 and
DTR2 are defined as follow:

DTR1 = 17.5
Q̇2/3

H
5/3
eff

(1.20)

DTR2 =
Q̇

V b
1/3
f0 H

5/3
eff

(1.21)

where bf0 is the radius of the fire source, the temperature rise can be cal-
culated as function of the ventilation regime and of the fire power. A non
dimensional velocity must be defined for the model as:

V ∗

V
=

gQ̇

bf0ρ0cpT0
(1.22)

In case of transverse or semi-transverse ventilation system or in case of nat-
ural ventilation the longitudinal velocity is low. If the value of V ∗ is smaller
than 0.19 the temperature rise is calculated as:

∆T

{
DTR1, if DTR1 < 1350
1350, if DTR1 > 1350

(1.23)

While in case of longitudinal ventilation, when the V ∗ is greater than 0.19,
the temperature rise is calculated as:

∆T =

{
DTR2, , if DTR2, < 1350
1350, if DTR2, > 1350

(1.24)

From equations 1.20 and 1.21 the temperature rise is much higher that the
one predicted by equation 1.18 and better fits the results from large scale ex-
periments. In the present formulation the influence of the material’s prop-
erties of the wall is not included despite it plays an important role in the
heat losses due to conduction, this effect, ignored in the two models, could
be one of the reason of the scattering of the experiential data found by Li in
[33]. Despite the accuracy of the two models both of them depend from the
same variables:

• HRR: Obviously higher is the power of the fire higher is the tempera-
ture inside the tunnel.

• Ventilation velocity: The longitudinal velocity is capable to cool down
the gasses and to reduce the temperature near the fire source.

• Distance between the fire and the ceiling: This distance better repre-
sents, compared to the tunnel’s height, the occurrence of impinging
of the flame on the ceiling.

• Radius of the fire: The size of the burner has an important effect on the
stretch of the flame towards the ceiling. Smaller burners have longer
flames therefore warmer gasses impinge the ceiling.
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The structures in tunnels in case of fire are exposed to extreme condi-
tions, however the incident heat fluxes should be used to quantify the ther-
mal loads instead of temperature. The net heat flux exchanged between
the fluid and the walls is the balance of the incoming and outcoming heat
flux. The incident heat flux is the sum of convictive and radiative heat flux
impinging the structure:

q̇′′in = T 4
g εσ + hTg (1.25)

Where Tg is the gas temperature in K, ε is the surface emissivity, σ is the
Stefan–Boltzmann constant and h is the convective heat transfer coefficient.
At high temperature the incident heat flux is driven by radiation so small
difference in temperature implies huge difference in the fluxes as shown in
figure 1.3.
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FIGURE 1.3: Incoming heat flux considering α equal to 25
W/m2 and ε equal to 0.9.

In case of fire, the structure is exposed to heat fluxes rather than temper-
atures. The trend of the incident flux is much steeper than the temperature
rise, the maximum temperature calculated with equation 1.23 is 1.8 times
the maximum temperature calculated with 1.18, but the ratio between the
heat fluxes is about 4.8.

1.3.2 Structure failure and spalling

Once the thermal input has been calculated as seen in the previous sec-
tion the response of the structure and of the material must be investigated.
Concrete is a common material in structures and it shows some important
properties when exposed to fire: it is not flammable and it is highly insu-
lating. But concrete shows also some weakness when the temperature rises
because the mechanical properties deteriorate and the structure might fail
in a explosive way due to spalling.

The loss of stiffness of concrete materials is consequence of the cracks’
formation and propagation in the structure and it is commonly known as
material’s damage [34]. The damage leads to an irreversible reduction of
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the resistant area so the modified effective stress that is acting on the mate-
rial can be calculated starting from the nominal stress applied:

σ̃ =
A

Ã
σ =

1

1−D
σ (1.26)

where A is the initial resistant area of the material before damaging and
Ã is the resistant area after cracking, Dtot is the total damage which can
range from 0 to 1 when the material undergoes to failure. The damage
in concrete at high temperature is influenced by thermochemical and me-
chanical degradation as proposed by [35]. The thermochemical damage is
consequence of microcracks induced by the different expansion of aggre-
gates and cement paste at high temperature and of the decrease of strength
due to the dehydration process. The thermochemical damage can be eval-
uated experimentally measuring the reduction of the Young modulus in a
concrete sample, mechanically undamaged, at high temperature compared
to the Young modulus at ambient temperature:

DTC = 1− E0(T )

E0(Ta)
(1.27)

The mechanical damage can be calculated considering the formation and
spread of cracks inside the material due to the stresses applied to the struc-
ture. The mechanical damage model are usually formulated at ambient
temperature, but damage can be calculated at high temperature consider-
ing the loss of stiffness at the generic temperature T:

DM = 1− E(T )

E0(T )
(1.28)

The total damage is obtained composing the two equations 1.27 and 1.28:

Dtot = 1− E(T )

E0(Ta)
= 1− E(T )E(T )0

E(T )0E0(Ta)
= 1− (1−DTC) (1−DM ) (1.29)

Therefore the effective stress on the structure as presented in equation1.26
can be calculated considering both the thermochemical degradation and the
effect of the stress induced cracks:

σ̃ =
1

(1−DTC)(1−DM )
σ (1.30)

When concrete structures are exposed to fire they can fail with lower loads
compared to the same structure loaded at ambient temperature because the
reduction of resistant area rises the stresses in the material. But the loss of
strength is not the only threat for concrete structures because the material
can fail in an explosive way due to spalling.

Concrete spalling is defined as "the violent or non-violent breaking off
of layers or pieces of concrete from the surface of a structural element when
it is exposed to high and rapidly rising temperatures". Spalling has been
studied widely with both numerical and experimental analysis [36] in or-
der to find the phenomena that are leading to the failure of parts of the
structure. As proposed by Gawin et al. in [37] spalling is the consequence
of several effects combined together.
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• The gas pressure rises due to the evaporation of the water, the expan-
sion and flow of gases inside the material. The phenomena respon-
sible of the pressure peak are called "moisture clog" and "saturation
plug". The pressure is usually in the range of 1-2 MPa with peaks of 4
MPa for ultra high performance concrete (UHPC) [38, 39].

• The heating and expansion of parts the structure which are constrained
by the remaining parts still cold. The non uniform heating and ex-
pansion induces a compressive stress near the heated surface of the
structure.

• The cracks inside the material reduce the section of the material and
create stress concentration near the crack’s tip.

These effects combined together lead the structure to spall, some spalling
mechanism have been proposed by Gawin et al. in [37] in order to provide
some simplified index to assess the risk for the structure, figure 1.4.

The first failure mode is consequence of the pressure-induced shear, the
high gas pressure cumulated in the material generates a force that is pro-
portional to the area of the crack and to the pressure. Parts of structure
undergo to failure when the pressure induced force exceed the shear force
of the material. The risk of spalling increases also with the damage of the re-
sistant sections due to the reduction of the effective area on which the force
is applied. The balance of forces can be written for a simple bi-dimensional
case considering a crack of length bc at depth Lr,c from the surface applied
on a material with tensional strength ft.

(pg − patm)bc = ftLr,c (1.31)

The second failure mode is caused by the buckling of some layers of
material which are behaving like columns with a bending force induced by
the gas pressure inside the material. Due to the heating of the structure
the outer layers tend to expand, this expansion is constrained by the colder
material that is not warm yet. This non uniform temperature distribution
induces a compressive stress parallel to the surface of the heated wall. Due
to the damage of the material the first layers of material can be treated as
columns under compressive stress, the limit stress that triggers the buckling
and the spalling is:

σth = σE =
π2E

12

(
bc
Lr,c

)2

(1.32)

The equation 1.32 doesn’t take into account the effect of the bending in-
duced by the pressure. The deflection of the column after the application of
a constant pressure can be calculated as:

w0 =
5

32

pg − patm
E

(
Lr,c
bc

)3

Lr,c (1.33)

The initial bending caused by the pressure is enhanced by the compressive
thermal stress. Two failure modes can occur in the beam, the tensile failure
occurs when bending stress on the tensile side of the deformed beam is
equal to the compressive thermal stress σth, in this case the limit pressure
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inside the material can be calculated as:

pg − patm =
16

15
E

(
bc
Lr,c

)4(
1− σth

σE

)
(1.34)

The second failure mode caused by the buckling occurs when the sum of
the compressive stresses induces by the bending force and by the thermal
expansion reach the limit of the material leading to failure. By summing the
two compressive stresses and considering the limit stress of the material it
is possible to calculate a critical pressure inside the material.

pg − patm =
64

5π2
(σth − σE)

(
fc
σth
− 1

)(
bc
Lr,c

)2

(1.35)

The buckling mode for spalling consider the effect of the gas pressure and
the constrained expansion of the material which is strongly related to the
geometry of the structure exposed to fire.

Fracture mechanics mode has also been investigated in order consider
the effect of the propagation of cracks inside the material. Cracks can prop-
agate in the material due to the compressive stress induced by the con-
strained expansion. When the cracks propagate there is a generation of new
surfaces and release of energy which change the stress field near the dam-
aged zone. In the damaged material the first layers behave like columns
compressed and bended by the gas pressure, as seen before. The probabil-
ity of failure can be evaluated comparing the energy densities before and
after the cracks’ propagation. In the material the failure occurs due to two
different cracks systems, one compressive splitting cracks and cracks par-
allel to the compressive stress induced by the transverse stress on the ma-
terial. The region affected by the failure is a strip of material with several
cracks, the energy released from the region is calculated as:

∆U =

∫
V
δUdV =

σ2th
2E

BaLr,c (1.36)

where σth is the compressive stress, a is the thickness of the fractured zone
and B is the width of the compressed zone, the energy dissipated by the
cracks is calculated as:

Wf =
GfBha

s
(1.37)

From the equilibrium of the two energies 1.36 and 1.37 the critical compres-
sive stress is equal to:

σth =

(
2E

lr,c
Gf

h

s

)1/2

(1.38)

In this last failure mode is clear the effect of the local conditions of the
material but in this mode the gas pressure doesn’t have any influence on
spalling. A graphical representation of the three spalling modes is pre-
sented in figure 1.4 As stated by Gawin the different modes of spalling are
acting together on the material and the failure of the structure occurs when
one of these modes becomes critical. However due to the large variabil-
ity of structures and materials the prediction of spalling is still an open re-
search topic. Further development are required in the modelling of concrete
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FIGURE 1.4: Different failure modes in case of smalling pre-
sented in [37]

on different scales: modelling the properties of different material’s compo-
nents, modelling the material at the meso-scale and finally modelling the
structure in the large scale.

1.3.3 Modelling of concrete at high temperatures

In order to study the response of concrete structures at high temperature
it is necessary to model the mechanical behaviour of the structure and the
heat and mass transfer in the material. Concrete is a porous material which
is made of a deformable skeleton whose pores are filled with water and dry
air. The model here presented considers the material partially saturated
therefore it considers always the presence of liquid and gas phases, also
above the critical temperature. The model here presented bases on the orig-
inal work of Schrefler and Gawin [40–42], which has been later extended in
order to model porous media at high temperature [35].

Inside the material there are liquid water, water vapour and dry air,
these species move due to concentration gradient (diffusive flow) and due
to pressure gradient (Darcian Flow). The liquid water is present in the ma-
terial as bound water (absorbed water) which is present in the whole range
of water contents of the medium, and capillary water (free water) which
appears when water content exceeds so-called solid saturation point Sssp
[43], below the critical point of water.

The conservation of liquid water and vapour together are expressed
with a continuity equation, the equation allows to delete the phase change
term which is common in for both phases. The second specie is the dry
air which is flowing through the material, the conservation of the dry air
is expressed by the second continuity equation. The third equation is the
enthalpy balance for the material, considering that the heat is exchanged
due to advection, phase change and conduction. Since the skeleton is con-
sidered as a deformable solid the linear momentum balance is written as
fourth equation. The model solves all the equations together because of the
strong coupling of the phenomena involved. Continuity equation of dry
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air:

φ
∂

∂t
[(1− S)ρga]+(1−S)ρga+

∂φhydr
∂t

+α(1−S)ρga
∂

∂t
(∇·u)+∇·(ρgavg)+∇·(ρgvd

ga) = 0

(1.39)
Continuity equation of water:

φ
∂

∂t
[(1− S)ρgw]+(1−S)ρgw+

∂φhydr
∂t

+α(1−S)ρgw
∂

∂t
(∇·u)+∇·(ρgwvg)+∇·(ρgvd

ga) =

= −φ ∂
∂t

(Sρw)− Sρw
∂φhydr
∂t

− α(S)ρw
∂

∂t
(∇ · u)−∇ · (ρwvl)−

∂

∂t
(δmhydr)

(1.40)

Enthalpy balance:

ρCp
∂T

∂t
+ [Cpwρwvl + Cpgρgvg]∇T −∇ · (λeff∇T )− δhhydr

∂

∂t
(δmhydr) =

= δhphase

[
φ
∂

∂t
(Sρw) + Sρw

∂φhydr
∂t

+ α(S)ρw
∂

∂t
(∇ · u) +∇ · (ρwvl)

]
(1.41)

Linear momentum equation:

∇ · ∂σ
∂t

+
∂ρ

∂t
b = 0 (1.42)

where ρ is the average density of the different phases:

ρ = (1− φ)ρs + φSρl + φ(1− S)ρg (1.43)

The stresses acting on the material are calculated basing on the effective
stress since the concrete has porous structure and it is filled with air and
water.

σ′ = σ + αpsI; (1.44)

The solid pressure ps represents the effect of the gas and liquid inside the
porous media and it can be calculated as:

ps =

{
pg − patm, if S < Sssp
(S − Sssp)pw + [1− (S − Sssp)](pg − patm), if S > Sssp

(1.45)

Below the Sssp only the gas phase is acting on the skeleton of the mate-
rial, while above this limit both liquid and gas phases are inducing a solid
pressure, because of a meniscus between the liquid and the vapour. Four
equations are used to describe the concrete behaviour, but other three phys-
ical equations are required. The dehydration process of concrete which is
function of temperature and can be measured for different materials with
experimental tests [44]. The other two equations are the mechanical and
thermochemical damage which have already been presented in the previ-
ous section in equations 1.27 and 1.28. For the model’s closure the physical
properties of the materials of water and of air are required, these are calcu-
lated basing on experimental tests carried out at different temperatures.

The model described above involves different species and different phases,
to solve the problem the gas pressure, pg, the capillary pressure, pc, the tem-
perature, T, and the displacement, u, are used as state variables. Special at-
tention must be paid at the capillary pressure, used both below and above
the solid saturation point, in presence of liquid and vapour the capillary
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pressure is defined as:

pc = pg − pw = −ρw
RT

Mw
ln

(
pv

pvs

)
(1.46)

where pg is the vapour pressure and pw is the water pressure. This state
variable has a physical meaning when in the material there is an interface
between liquid and gaseous water. For fire problems when the material
cross the critical temperature and the saturation is below the Sssp the liquid
water present in the material evaporates and becomes gas, which cannot
condensate by varying the partial pressure. Above the critical point the
only adsorbed water and water vapour is present, but due to the absence
of the meniscus between the liquid and the vapour the equation 1.46 losses
its meaning. The capillary pressure can be used also above the critical point
of water as discussed by Gawin in [45] but a new definition is required.
The capillary pressure above the critical temperature is a thermodynamic
potential which can be calculated as:

pc = −ρw
RT

Mw
ln

(
pv

fvs

)
(1.47)

where fvs is the fugacity of the water vapour corresponding to the satu-
ration of adsorbed liquid water and ρw is the water density at the critical
temperature. At the critical temperature the fugacity is equal to the critical
pressure of water 22.09 MPa while above the critical point the fugacity is
calculated assuming the vapour to behave like an ideal gas. This approach
allows to span the whole range of temperature and to study the concrete at
really high temperature.

In order to evaluate the capabilities of the model to correctly predict the
behaviour of concrete at high temperature the model has been validated by
Witek in [46] and by Pesavento in [47]. For a more complete description of
the model presented in this section the interested reader should refer to [35,
42, 47–49]
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Chapter 2

Early validation cases

The two main topics investigated in this thesis have been introduced in
chapter 1: the analysis of longitudinal ventilation in tunnels and response
of concrete structure exposed to fire.

For the analysis of longitudinal ventilation and fire scenarios compu-
tational fluid dynamics (CFD) is chosen to simulate the flow field in the
tunnel. Several programs can solve the flow field by solving the equations
of Navier-Stokes, but some of them are developed for a specific engineer-
ing field. In fire safety problems combustion, heat transfer, phase change
are driving the flow and a great effort is required for the modelling and
simulation of the fire scenario. Commercial codes like Fluent or CFX have
been developed to be general purpose, while codes like FDS or Fire Foam
have been specifically developed for the fire safety field. In this work FDS
has been chosen because of the following reasons:

• the code has been specifically developed for fire safety problems.

• the code is Open Source and it allows to modify or add routines.

• the code is under continuous development with validation and veri-
fication.

In the next chapters FDS is used to investigate the longitudinal ventila-
tion in case of fire in tunnels and to estimate the thermal input on concrete
structures exposed to fire. Before starting to investigate these specific topics
it is important to assess the reliability of the numerical results provided by
FDS. In this chapter some experiments are selected to be reproduced with
FDS showing its capability to correctly predict the experimental measure-
ments.

2.1 Introduction to FDS

FDS is a CFD code developed by the National Institute of Standard and
Technology (NIST) and Technical Research Centre of Finland (VTT), it has
been first released in 2000 and it is still under development [50]. FDS solves
the Naviest-Stokes equations with Large Eddies Simulation (LES) approach
using a finite difference approach in time and space. The LES approach
has been chosen since it allows to simulate transient problems, as contrary
to RANS approach which simulates only steady state flows. The LES ap-
proach for the solution of the Navier-Stokes equations allows to simulate
part of the flow field, while other parts are simply modelled. For the cor-
rect resolution of the Navier-Stokes equations, without any modelling of
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the turbulence, the spatial grid size and temporal discretization should sim-
ulate all the eddies inside the flow with a huge computational cost, as done
in Direct Numerical Simulations (DNS). From the research of Kolmogorov
about turbulence [51] we know when the eddies dissipate their kinetic en-
ergy into thermal energy, so we can calculate the size of the smallest turbu-
lent eddy, also known as Kolmogorov length scale:

η =

(
ν3

ε

)1/4

(2.1)

where ν is the kinematic viscosity and ε is the rate of viscous dissipation.
After the definition of the Kolmogorov length scale in equation 2.1, the the-
ory of the self similarity of the eddies can be applied in order to pass from
DNS to LES. The small scale eddies are similar among them and they are
not affected by the geometry of the domain, while large scale eddies are
function of the fluid domain. The small scale vortex can be simulated with
a sub-grid scale model, while the larger vortex are explicitly solved. This
allows to solve the Navier-Stokes equation in large environment without
using small grid size. With the LES approach the variable u(x) is decom-
posed in two parts:

u(x) = ū(x) + u(x)′ (2.2)

where ū(x) is solved by the LES and u(x)′ is modelled. The term ū(x) is
calculated by applying a low-pass filter, parameterized by a width ∆ as:

ū(x, y, z, t) =
1

Vc

∫ x+δx/2

x−δx/2

∫ y+δy/2

y−δy/2

∫ z+δz/2

z−δz/2
u(x, y, z, t)dx′dy′dz′ (2.3)

2.1.1 Governing equations

After a brief introduction to the LES approach compared to DNS, the equa-
tions solved by FDS are presented hereafter. In fire problems the combus-
tion process transforms fuel (CxHyOz) and air (O2, N2) into combustion
product (CO2, CO,C,H2O,N2), modifying the composition of the fluid in-
side the flow field. The conservation of the total mass can be written as:

∂ρ

∂t
+∇ · (ρu) = ṁ′b (2.4)

where the therm on the right hand side, ṁ′b, represents the mass released or
absorbed by sub-grid particles such as sprinklers droplets or fuel droplets.
The sub-grid particles are not explicitly resolved but their mass production
must be taken into account during the simulation. The conservation of the
total mass is not sufficient to describe different species in the flow, therefore
for different species or lumped species the mass conservation can be written
as:

∂ρZα
∂t

+∇ · (ρZαu) = ∇ · (ρDα∇Zα) + ṁ′α + ṁ′b,α (2.5)

For the single specie α some mass can undergo to chemical reaction with
mass generation or loss ṁ′α. The diffusive flow inside the gas,∇·(ρDα∇Zα),
is driven by the concentration of the single specie. The sum of all diffusive
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flows and of the mass generated and lost for every specie is equal to zero,
therefore these two therms are not included in equation 2.4.

In FDS the equations of Navier-Stokes are solved using the approach
proposed by Rehm and Baum [52] for flows with low Mach number, the
gas pressure is decomposed as sum of background pressure p̄(z, t) and pres-
sure fluctuation p̃(x, y, z, t). The background pressure takes into account the
stratification of the atmosphere, the temperature and the density variation
while the pressure fluctuation drives the flow.

p̄(z, t) = ρTR
∑ Zα

Wα
(2.6)

After decomposing the pressure in two therms we can write the equation
of the energy conservation where the background pressure p̄(z, t) is used
instead of the pressure p. Due to this choice the derivatives in the directions
x and y are zero since p̄(z, t) is not dependent on these variables.

∂ρh

∂t
+∇ · (ρhsu)− Dp̄

Dt
= q̇HRR − q̇S −∇ · q̇ (2.7)

where the hs is the sensible enthalpy hs =
∫ T
T0 cp(T )dT , q̇HRR is the heat

release rate per unit of volume, q̇S is the heat released by the sub-grid parti-
cles and q̇ is the sum of the conductive, diffusive and radiative heat fluxes:

q̇ = −k∇T −
∑
α

hs,αρDα∇Zα + u̇rad (2.8)

The formulation of the energy balance is suitable for flows with low Mach
number since the pressure is constant in the domain unless for the atmo-
spheric stratification. However the simplification assumes the speed of
sound to be infinite and the flows with high Mach number, such explo-
sions, cannot be modelled. The third equation is the balance of forces in the
fluid or momentum equation which can be written for the mixture of gas,
assuming they are in equilibrium.

∂u

∂t
− u× ω +∇

(
u2

2
+
p̃

ρ

)
− p̃1

ρ
=

1

ρ
[(ρ− ρ0)g + fb +∇ · τ ] (2.9)

where fb is the drag force induced by the sub-grid particles and τ is vis-
cous stress tensor. As previously stated the LES approach models the small
scale eddies with a simplified approach, while solves the eddies in bigger
scale. The effect of the small eddies that are not solved cannot be neglected
because they have an important effect also on the main flow, therefore sub-
grid stresses must be included for the closure of the problem. The effect of
the stresses induced by the sub grid eddies is taken into account adding a
turbulent viscosity in the tensor τ which is calculated with the Deardorff
model [53].

The combustion in FDS is modelled as a infinitely fast reaction using the
Eddy Dissipation Concept model proposed by Magnussen and Hjertager
in [54]. The idea behind the model is that the reaction is driven by the
availability of fuel and oxygen and by the mixing time, without taking into
account the activation temperature. The heat released by the combustion,



28 Chapter 2. Early validation cases

q̇HRR in equation 2.7, is calculated as:

q̇HRR = −
∑
α

ṁα∆hf,α (2.10)

where ∆hf,α is the heat of combustion of the reaction and ṁα is the mass
per unit of volume that undergoes to reaction. ṁα can be calculated basing
on characteristic mixing time and on the species’ availability.

ṁα = −ρ
min(Zf , Za/s)

τ
(2.11)

where Zf is the mass fraction of fuel and Za/s is the maximum mass
fraction of fuel that can be burned per unit of volume. Za is the air mass
fraction, s is the stoichiometric ratio, τ , is the time scale for the mixing of
the species before the reaction [55]. In this section the numerical approach
for the solution of the equations of Navier-Stokes implemented in FDS is
briefly presented, the interested reader should refer to [56] for a more ex-
haustive description of the models implemented in FDS.

2.2 Natural ventilation in a partially heated cavity

In order to approach gradually the simulation of fire in tunnels the first val-
idation doesn’t involve any fire scenario, but investigate its effects on the
flow field. A fire is a source of heat which induces a flow that, in absence of
other forces, is driven by density gradient [57]. The buoyancy driven flow
doesn’t occur only in case of fire but when there is a source of heat which in-
duces temperature and density variations in the fluid [58]. Buoyancy flows
and natural convection have been studied in building to investigate the nat-
ural ventilation [59]. Because of the uncertainties induced by the fire, in the
first validation the source heat are walls at different temperatures. A small
scale experiment has been chosen instead of large scale one because of the
limited uncertainties and the easier modelling. In case of small scale prob-
lems several quantities can be measured with greater accuracy and exten-
sive validation can be carried out [60, 61].

2.2.1 Experiment description

The experiment used for the validation has been performed by Ampofo and
Karayannis [62]. As shown in figure 2.1, a box 0.75 m high, (y-axis) 0.75 m
wide (x-axis) and 1.5 m deep (z-axis), containing air at atmospheric pres-
sure, was heated from one side (the left wall) and cooled from the other one
(the right wall) to generate a circular flow patter in the air. This geometry
was designed to provide a two-dimensional flow field at the vertical plane
in the middle of the cavity: in fact, as pointed out by Penot and N’Dame
[63], if the horizontal aspect ratio is greater than 1.8, the three dimensional
effects can be neglected.

The vertical walls were kept at constant temperatures of 50◦ C and 10◦

C respectively by pumping water with a rate of 40 l/min inside water gaps
separated from the air by a 6 mm steel plate. The horizontal walls were
made by a 1.5 mm thick mild steel sheet, coated with a 100 mm polystyrene
layer, insulating the cavity from the laboratory where the air temperature
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FIGURE 2.1: Schematic view of the experiment

was 30◦ C constant. The front and rear walls were made by a double glass
panel and were used as guard cavities. In steady conditions, velocities and
temperatures have been measured at different positions on the vertical mid-
dle plane (y = 0.75 m). A laser Doppler anemometer (LDA) was employed
to measure the instantaneous velocities, while micro-diameter thermocou-
ples were used to measure the air temperatures, as well as the surface tem-
peratures of the walls. These data were used to compute the local Nusselt
number along the surfaces:

Nuloc = − H

Th − Tc
∂T

∂xi

∣∣∣∣
w

(2.12)

where H was the width of the cavity, Th and Tc were the hot wall and cold
wall temperatures, and the derivative was evaluated on the wall in the ther-
mal boundary layer using the local surface temperature and the air temper-
ature inside the conductive layer.

2.2.2 Numerical modelling and simulation results

In the cavity the flow is mainly circulating near the walls while the core
has low velocity, as shown in figure 2.5b. The movement of the air driven
by the density gradient and the heat exchange with the walls. To correctly
reproduce this experiment with FDS it is necessary to simulate correctly the
velocity profile and the heat exchange through the walls.

In FDS, to avoid too heavy calculations, the flow inside the boundary
layer is not explicitly solved since it is usually fully contained in the first
cells row. The near-wall velocities in the first cell are calculated by means
of the correlations of Werner and Wengle [64], whereas the viscous stress
is modelled using a logarithmic velocity profile. Near the wall, the tan-
gential velocities are in phase with the instantaneous wall shear stress and
the friction velocity is assumed to have a profile which is linear in the near
wall region (y+ < 11.81) and logarithmic elsewhere (y+ > 11.81). The near
wall velocity is calculated from the wall shear stress, integrating the friction
velocity profile along the height of the first cell [56].
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The convective heat transfer between a wall and the fluid is also mod-
elled with a simplified approach: instead of solving the thermal bound-
ary layer and using the local conduction in the first cell, a convective heat
transfer coefficient h is used for the first cell; this coefficient is calculated by
resorting to a combination of natural and forced convection correlations,
which allow to obtain a good prediction of the heat transfer coefficient:

qc = h(Tg − Tw) (2.13)

h = max

[
C1|Tg − Tw|

1
3 ;
k

L
Nu

]
(2.14)

Nu = C2 + C3 ·Ren · Prm (2.15)

where C1, C2 and C3 are suitable coefficients depending on the geometry,
Reynolds and Prandtl numbers, Tg is the gas temperature in the first cell,
Tw is the wall temperature, k is the gas conductivity and L is a characteristic
length [58, 65].

Since the aspect ratio of the cavity allows to neglect the three dimen-
sional effects, a two-dimensional calculation has been performed, assuming
a infinitely deep cavity. On the hot wall and the cold wall the temperature
has been fixed at the nominal value according to [62], for the upper and
lower surfaces, the wall described in [62] was modelled as conductive sur-
face in FDS. The conductive model in the solid, embedded in FDS, is only
one dimensional and it is not capable to simulate the fluxes along the solid
coating of the box. The properties of the material, summarized in table 2.1
are not explicitly defined in [62] so they were assumed using the common
value found in the literature.

TABLE 2.1: Wall’s thermal properties

Material Density Specific heat Conductivity
[kg/m3] [kJ/kg/K] [W/m/K]

Steel 7800 0.45 45
Polystyrene 50 1.3 0.033

All the walls of the cavity are supposed to have roughness equal to 0.0
m which is assumed to be a reasonable value due to the finishing of the sur-
faces. In FDS the numerical simulations are transient so in order to compare
the measurements from the experiment which have been taken in steady
conditions the result are averaged in time. The LES simulations ran for 500
s in order to obtain a steady condition. The initial conditions are prescribed
according to [62], temperature 30 ◦C, velocity 0.0 m/s and relative pressure
0.0 Pa. The fluid inside the cavity is air, whose properties are defined as a
function of the temperature using the default values implemented in FDS.

The next step before comparing the numerical results with the experi-
ment is the choice of the correct mesh size. In this simulation due to the sim-
plicity of the geometry square elements have been chosen using the same
number of elements in the x and y direction, different grid’s sizes have been
compared in order to evaluate the best trade off among the computational
cost and the accuracy of the calculation 2.2.
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TABLE 2.2: Mesh data

Mesh El. size [m] (x,y) N. Elements
Mesh 1 0.01875 × 0.01875 1600
Mesh 2 0.009375 × 0.009375 6400
Mesh 3 0.00625 × 0.00625 14400
Mesh 4 0.00375 × 0.00375 40000

For the sensitivity analysis the net heat fluxes on the cold and hot walls
2.2a and the maximum and minimum velocities 2.2b are compared for dif-
ferent grid resolutions.
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FIGURE 2.2: Mesh independence study

The mesh 3 and 4 have been considered adequate for the simulation of
the cavity, while the mesh 1 and 2 are too coarse to correctly reproduce the
flow near walls. In this particular scenario, the flow is confined near the
walls therefore a good resolution is required in this tiny region. In order to
evaluate the capability of FDS to simulate the flow field the velocities along
the x and the y directions, u-velocity and w-velocity, have been compared
along the middle line of the cavity and are presented in figure 2.3.

Figure 2.3 shows that the velocity pattern is well predicted, in particular
the w-velocity near the wall is close the the experimental value considering
that in FDS the boundary layer modelled basing on a simplified approach
[64], figure 2.3b. The results for the u-velocity are more scattered but this
can be acceptable also considering the magnitude of this velocity compo-
nent, figure 2.3a. FDS has not been designed to solve the boundary layer as
discussed before, but with a proper refinement it is possible to obtain good
prediction of the velocity peak and of its distribution near the wall. The er-
ror of the FDS simulations has been calculated as the maximum difference
between numerical and experimental w velocity along the mid-line. Max-
imum error for mesh 3 is about 21% which corresponds to a difference of
0.0479 m/s, while for mesh 4 the maximum error is about 19 % which cor-
responds to a difference of 0.0450 m/s. Both maximum errors are located
near the cold wall at the velocity minimum position. In the experiment the
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FIGURE 2.3: Velocity distribution along the middle line of
the cavity

temperature profile has also been measured for steady state conditions and
numerical and experimental results are presented in figure 2.4a.
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FIGURE 2.4: Temperature distribution and Nusselt number
comparison between experiment and simulation.

The temperatures are correctly estimated along the cavity mid-line by
meshes 3 and 4. The agreement between experiment and simulations de-
cays when the temperatures are evaluated inside the thermal boundary
layer, as depicted by the Nusselt number, presented in figure 2.4b. In [62]
the temperature has been measured inside the conductive boundary layer
near the walls, in this region velocity is negligible and the heat transfer oc-
curs due to conduction. The scale of the conductive boundary layer is much
smaller than the grid’s size used for the spatial discretization in FDS. In the
experiment the gradient of the temperature has been measured at 0.00025
m from the surface, while the element size in FDS is 0.00375 m for mesh 4.
The other limit in the calculation of the near wall temperature is the near
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wall modelling of FDS, which assumes that the whole conductive bound-
ary layer is included in the first cell, therefore the heat transfer coefficient is
calculated considering an approximated convective heat transfer coefficient
[56].

Temperature and velocity fields in the whole cavity are presented in fig-
ure 2.5 in order to show the flow field not only along the mid-line, where
the data have been compared with the measurements. The air flowing
along the walls of the cavity exchanges heat with them and the tempera-
ture changes as function of the position. From the figure 2.5b it is clear that
the central region of the cavity is not affected by the motion of the layers
near the wall and velocity is close to the initial values. The temperature
is stratified in the central region of the cavity where the curves at constant
temperature are horizontal, figure 2.5a. In the region near the walls the
velocity are higher and the temperature is changing as function of the po-
sition, near the vertical walls the flow accelerates and has a peak near the
corner. As well the differences between the gas temperature and the wall
temperature tend to reduce, while the gas flows along the heated or cooled
surfaces. The effect of flow stratification and recirculation has been high-
lighted also by Ganguli et al in [66] showing that for tall cavities the heat
transfer is mainly governed by conduction while for shorter cavities the
flow recirculation enhances the convective heat flux.
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FIGURE 2.5: Flow field in the cavity

The heat losses through the walls are compared in table 2.3 for the mesh
3 and 4 and the experiment. The heat losses are calculated in FDS consider-
ing a length of the cavity equal to 1.5 m as described in [62].

TABLE 2.3: Heat fluxes through the walls

Wall heat flux [kW]
Case Hot Cold Top Bottom
FDS, Mesh 3 -0.2213 0.2105 0.0131 -0.0025
FDS, Mesh 4 -0.2144 0.2034 0.0124 -0.0017
Experiment -0.0982 0.0977 0.0225 -0.0217
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The heat fluxes show large discrepancies between the experimental and
numerical results and the errors are greater that those found in the previ-
ous comparisons. Since in [62] there isn’t a complete description on how
the heat losses through the cavity have been calculated, the difference in
the results can be consequence of different reference areas or different as-
sumptions done in the calculation. The experimental and numerical results
are reported for sake of completeness.

The simulations of the flow field in a small cavity studied in [62] show
a good agreement with the experimental results regarding the velocity and
temperature distribution in the main field. The region of the boundary layer
shows the greater discrepancies between experimental results and simula-
tions, this is consequence of the numerical grid which is not sufficiently
refined to simulate the near wall flow. The other reason of the difference
between the results is the near wall modelling in FDS, which is specifically
developed for large scale simulations and not well suited for small scale
problems. To overcome these problems the cavity should be simulated with
a DNS approach, available in FDS, but this would require a huge numerical
effort which is out of the scope of this work.

2.3 Natural ventilated fire in a large room

After the initial validation of FDS in a small square cavity, the fire is in-
cluded in the next validation. In the literature many experiments have been
carried out in fire compartments [67–75] providing measurements about
the temperature field, the smoke stratification and the species concentra-
tion near the fire. In these cases different fuels can be used: solid, like
furnitures, pallets, plastic materials, or liquid like pool fires. The second
type of fires allows to estimate easily the HRR since the mass flow which
evaporates and undergoes to combustion can be measured precisely with a
scale, without the need of a cone calorimeter. Compartment fires have also
the advantage of a better control on the boundary conditions since they are
usually placed in large scale facilities, while for other fire scenarios, such
as tunnels, the atmospheric conditions play a key role in the smoke move-
ment. The experiment used for the second validation has been carried out
at VTT by Rinne, Hietaniemi and Hostikka [68].

2.3.1 Experiment description

A large room of 500 m3 has been built at the VTT research centre for ex-
perimental test on fire compartment. The room is 10.0 m long 10.0 m wide
and 5.0 m high, the side walls are made of steel with a fibreglass insulation,
while the ceiling is made of steel without any insulation. The room is nat-
urally ventilated and a window 2.0 m by 2.0 m is open on one side of the
compartment. The distance between the lower edge of the window and the
floor is equal to 0.5 m. In the experiment different fuels have been tested,
polymethyl-methacrylate (PMMA), wood, heptane and toluene, but in this
validation for sake of brevity only the heptane fire has been simulated. In
the selected fire scenario, 4.9 kg of liquid heptane have been burned in a
square pan, 0.1 m2 area, placed in the centre of the compartment, figure 2.6.
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Inside the room several measurements have been taken in order to study
the smoke movement and the conditions inside the compartment. The tem-
peratures have been measured at different positions along two thermocou-
ples trees placed near the fire. The concentration of oxygen, carbon dioxide
and carbon monoxide have been measured near the open window at 3 m
from the floor. The soot density has been measured with the light trans-
mission through smoke. For the calculation of the HRR the mass loss of
heptane has been measured and later multiplied by the heat of combustion
of the fuel, 44.6 MJ/kg. A schematic view of the room and of the measure-
ment devices is presented in figure 2.6.
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FIGURE 2.6: Schematic view of the compartment

2.3.2 Numerical simulations

The compartment described in [68] is simulated with FDS. Already in [68]
some simulations have been carried out with a previous version of FDS, but
due to the significant changes to the code new simulations are necessary.
The domain is modelled considering the compartment and an additional
domain next to the opening in order to don’t impose a constant pressure at
the window. As argued by Zhang et al in [76] the flow must be free to de-
velop also outside the fire compartment and the domain’s extension should
be proportional to the HRR and to the opening size. Based on [76, 77] and
on the hydraulic diameter of the window, equal to 2.0 m, the domain has
been extend in the direction perpendicular to the wall of 2.0 m. The fire
has been modelled with the standard combustion model implemented in
FDS imposing the fuel mass loss which has been measured in the experi-
ment. The reaction parameters for the heptane combustion are taken from
[78], the soot yield is equal to 0.037 and the CO yield is equal to 0.010, the
radiation fraction is equal to 0.4, by default in FDS.

The walls of the compartment are modelled as conductive surfaces and
their properties are set according to [68]. The vertical walls are made of
two layers, 0.002 m thick steel plate and 0.1 m thick fibreglass insulation,
the ceiling is made of a 0.002 m thick steel plate and the floor is made of
concrete. The data about the walls’ materials are summarized in table 2.4.
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TABLE 2.4: Wall’s thermal properties

Material Density Specific heat Conductivity
[kg/m3] [kJ/kg/K] [W/m/K]

Steel 7850 35 0.52
Concrete 2307 1.4 0.658
Fibreglass 50 0.843 0.04

The fire scenario lasted for 1860 s, until all the fuel was burned, therefore
transient simulations have been carried to compare the results in transient
regime.

For the grid selection a mesh independence study has been carried out
comparing three different grids 2.5. For the selection of the grid’s size in
fire problems, Stroup proposed a simple method based on the fire size and
on the ambient conditions [79].

D∗ =

(
Q̇

ρ∞ cp T∞
√
g

) 2
5

(2.16)

The characteristic diameter of the fire D∗, equal to 0.437 in this case, is
function of the HRR Q̇ and of the specific heat, temperature, density of the
air in the ambient. The ratio between D∗ and the grid size δx should be
between 4 and 16, in order to guarantee a proper resolution. However the
mesh can not be selected only basing on this ratio and a grid sensitivity
should be always performed.

TABLE 2.5: Mesh data

Mesh El. size [m] (x,y,z) N. Elements D∗/δx

Mesh 1 0.200 × 0.200 × 0.200 75000 2.1850
Mesh 2 0.129 × 0.129 × 0.129 276480 3.3876
Mesh 3 0.100 × 0.100 × 0.100 600000 4.3700
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FIGURE 2.7: Heat Release Rate curve

According to [79] only mesh 3 should be used to simulate the fire sce-
nario, but the results obtained with mesh 1 and 2 are also included in the
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mesh independence study. In order to assess the proper grids size capa-
ble to simulate the fire scenario the temperatures are compared together for
different meshes.

Since the HRR curve, figure 2.7, is not steady state the temperatures
have been averaged in time only for the last part of the experiment starting
from 1000 s, when the curve becomes more flat. The temperature profiles
along the height of the room are presented at two different positions 1 and
2, respectively above the fire place, at x = 5.0 m y = 5.0 m, and at 2.5 m from
the fire at x=7.5 m y=5.0 m.
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FIGURE 2.8: Mesh independence study

The error on the temperature is higher above the fire due to the reaction
process which requires refined mesh to be correctly simulated, while out of
the fire region a meshes 1 and 2 are overlapping the results obtained with
mesh 3. Above the fire the temperature is strongly underestimated by mesh
1, about 350 ◦C, and the whole temperature profile is lower. The tempera-
tures obtained with mesh 2 are also lower than those obtained with mesh
3, but the error is about 100 ◦C, and the profiles are closer among them. To
better understand the results obtained with different grids, the temperature
histories are presented at 0.5 m above the fire in figure 2.8b. As highlighted
by Pope and Bailey in [80] the coarser mesh underestimates the gas tem-
perature giving unrealistic temperatures in the flame region. However the
main goal of this validation is the estimation of the temperature in the room
and not in the flame region therefore meshes 2 and 3 have been considered
adequately refined for the simulation of the fire scenario.

Temperatures measured at different positions in [68] have been com-
pared with the numerical results obtained with meshes 2 and 3. The tem-
peratures have been measured at 2.5 m from the fire at different heights,
figure 2.6. For sake of brevity these have been compared in figure 2.9 at
three different heights instead of comparing all the registered positions.

The temperature profiles obtained with FDS follow the experimental re-
sults showing a great accuracy in all the positions presented. The maximum
error between the numerical and experimental results is always within 10◦C
for the considered points. To give a better idea of the temperature distri-
bution along the room’s height, temperatures have been averaged for the



38 Chapter 2. Early validation cases

0 300 600 900 1200 1500 1800
0

20

40

60

80

100

z=4.5 m →

← z=2.5 m

← z=0.5 m

Time [s]

T
e
m

p
e
ra

tu
re

 [o
C

]

 

 

FDS: mesh 2

FDS: mesh 3

Experiment

(A) x = 5.0 m y = 7.5 m

0 300 600 900 1200 1500 1800
0

20

40

60

80

100

z=4.5 m →

← z=2.5 m

← z=0.5 m

Time [s]

T
e
m

p
e
ra

tu
re

 [o
C

]

 

 

FDS: mesh 2

FDS: mesh 3

Experiment

(B) x = 7.5 m y = 5.0 m

FIGURE 2.9: Temperature profiles at different heights ob-
tained at two different positions near the fire.

last part of fire, from 1000 s to 1800 s. The numerical and experimental re-
sults are presented in figure 2.10a showing a really good agreement in the
temperature prediction inside the smoke layer; above 2.0 m, while the tem-
perature a slightly underestimated in the lower part of the room. The dis-
crepancies between the results in the lower region can be acceptable since
the difference is always below 5 ◦C. Since the results along the two thermo-
couples trees are quite similar for sake of simplicity only one thermocouple
tree is presented in figure 2.10a, at x = 5.0 m and y = 7.5 m.
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FIGURE 2.10: Temperature profiles and smoke layer height
near the fire

The interface between the fresh air and the smoke, smoke layer height,
is an important parameter for the safety assessment because it identifies
a lower fresh zone without smoke and an upper warm layer. He in [81]
proposed a method for the calculation of the smoke layer height which is
based on the temperature along the height of the room and which is also
implemented in FDS. In the experiment, image analysis has also been used
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to calculate the interface between smoke and fresh air [68]. The results ob-
tained with the two methods and the results of the simulations, which are
based on the temperature distribution, are represented in figure 2.10b. Also
in this case the numerical results are in good agreement with the experi-
ment, as expected the agreement is better with the experimental results cal-
culated with the method proposed by He. However for the visual method
the maximum error is within 0.5 m.

After comparing the temperature field near the fire, the species’ concen-
tration are compared at one measurement point near the compartment wall,
figure 2.6. The volume fraction of oxygen, carbon monoxide and carbon
dioxide have been measured at x = 9 m, y = 7.5 m and z = 3.5. The numer-
ical simulations presented in figure 2.11 show a good agreement with the
measurements for the whole duration of the experiment. In the upper part
of the room the smoke has a lower concentration of oxygen, due to the com-
bustion process, figure 2.11a. The concentrations of combustion’s products,
CO, CO2 and soot, are increasing in time, figures 2.11b, 2.11c and 2.11d. The
results shows some minor discrepancies between the grids, however these
are really small considering the volume fractions of the measured quanti-
ties. For O2 concentration the concentration error is less than 3%, for CO2

less that 0.001% and for CO less than 10 ppm. The soot density has been
measured at x = 7.5 m, y = 7.5 m and z = 3.5, but because of a malfunc-
tion of the instrument, the measurements are available only for the last part
of the experiment. From this last measurement it is not possible to com-
pare experimental and numerical results, but this can give an idea of the
soot density in the room which are at the same level in the experiment and
in the simulation. The values of soot yield and CO yield have been taken
from the literature, however the reaction’s parameters are well suited for
this experiment.

In order to give better idea of the flow field inside the room the temper-
ature and velocity distribution are presented along the plane x = 5 m, which
cut the open window and the fire place. The results of mesh 3 are time aver-
aged as done for figure 2.10 from 1000 s to 1800 s. Figure 2.12 shows clearly
the smoke stratification in the room as well as the flow of smoke escaping
from the window and the fresh air entering. The flow field inside the room
is weakly influenced by the air coming from the window, the temperature
distribution on the two sides of the fire are similar between them. This ex-
plains also why in the two thermocouple trees the temperatures are almost
overlapping despite their different positions.

2.4 Smoke movement in a medium scale tunnel

After two validations that gradually introduced to the simulations of fire
scenarios and buoyancy driven flows the last early validation refers to a
tunnel. As seen in the introduction 1 there have been many experimental
investigations about fire and smoke confinement in tunnel. At this stage
the large scale tunnel experiments have not been considered due to the
computational cost and due to uncertainties about the tunnel’s boundary
conditions. In large scale tunnels the atmospheric conditions play an im-
portant role on the smoke movement, increasing the uncertainties of the
experiment. On the other hand, many small scale tunnels have been used
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FIGURE 2.11: Species’ concentration inside the compart-
ment

to investigate the smoke confinement and the backlayering [82–84]. These
experimental studies are mainly focused on the smoke confinement and on
the study of the black layering therefore the most of the data are regarding
temperatures. For a more complete validation it is necessary to compare
as many data as possible between experiment and simulation, therefore a
midscale tunnel studied by Blanchard has been chosen [85, 86].

2.4.1 Experiment description

In the work of Blanchard a midscale tunnel has been investigated under
different ventilation regimes with and without water mist suppression. The
tunnel is 43 m long, 1.9 m high and 2.5 m wide, without any slope. The cross
section is circular, cut at the bottom in order to have a flat floor, the cross
section is 4 m2 and the hydraulic diameter is 2.16 m. The tunnel’s walls are
made of concrete 0.250 m thick and covered with a 0.050 m thick layer of
mortar concrete, the thermal properties of the wall have been summarized
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FIGURE 2.12: Velocity and temperature distribution along
the middle plane of the room

in [85]. Liquid heptane has been used as fuel since it allows to estimate the
HRR measuring the mass loss. A pan filled with the fuel is placed at 17.5
m from the tunnel’s inlet and at 0.4 m high, the pan has an area of 0.5 m2,
1.0 m long and 0.5 m wide. The experiment aims to study both sub-critical
and super-critical ventilation conditions, therefore a smoke extraction sys-
tem has been placed downstream the fire at the end of the tunnel. The fan
is supposed to work with a constant volume flow rate and with different
extraction flows in order to provide different longitudinal velocities. In the
tunnel the last portion of the tunnel is joined to the fan inlet with a cone
section in order to reduce the diameter of the tunnel to the size of the fan’s
inlet. The critical velocity for the tunnel has been calculated by Blanchard
basing on different methods and considering a nominal HRR of 1.5 MW.
Depending on the approached used for the calculation, the critical veloc-
ity ranged from 1.2 to 1.8 m/s, therefore the subcritical and supercritical
velocities has been respectively set at 1.0 m/s and 2.2 m/s.

Inside the tunnel different quantities have been measured, temperatures
and longitudinal velocities have been evaluated at different heights both
upstream and downstream the fire. Heat fluxes have been measured with
radiometers placed at different heights at 7 m upstream and 7 m down-
stream the fire. A schematic view of the tunnel cross section and of the
measurement devices’ location is shown in figure 2.13

2.4.2 Numerical simulations

Starting from the experiment’s description, numerical simulations have been
carried out with FDS in order to evaluate its capability to reproduce a fire in
tunnel and to correctly simulate the smoke movement. In this new case the
rounded geometry of the tunnel is approximated with many small square
bricks because the Cartesian grid used by FDS is capable to draw only pris-
matic elements. As suggested in [76, 77, 86] the domain at the inlet of the
tunnel has been extended 5.0 m in order to allow the flow to develop freely
before entering into the tunnel. At the inlet region the pressure has been
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FIGURE 2.13: Schematic view of simulated tunnel with the
position of the fire and of measurement devices.

imposed at the atmospheric value 101325 Pa and the temperature equal to
20 ◦C, at the outlet the velocity of the gas has been imposed in order to sim-
ulate the extraction fan, which is working with a constant volume flow rate.
Two different regimes have been studied considering both sub-critical and
super-critical ventilation. In the experiment the burned fuel was heptane,
as in the previous case in section 2.3, therefore the reaction’s parameters
have been set according to [78], the soot yield is equal to 0.037 and the CO
yield is equal to 0.010, the radiation fraction has been left as it is in FDS by
default 0.40. The pan is modelled as a fuel source with an imposed mass
flow rate, based on the experiential measurements, the HRR has been cal-
culated multiplying this quantity by the heat of combustion of the fuel 44.6
MJ/kg. The tunnel’s walls have been modelled as conductive surfaces with
a tiny layer of mortar concrete 0.050 m and a thick layer of concrete 0.250
m.

A mesh independence study has been carried out for the subcritical ven-
tilation regime in order to evaluate the correct size of the mesh capable to
reproduce the experiment. Two grids have been tested with an element’s
size of 0.10 m and 0.05 m, the features of the two grids are summarized in
table 2.6

TABLE 2.6: Mesh data

Mesh El. size [m] (x,y,z) N. Elements D∗/δx

Mesh 1 0.100 × 0.100 × 0.100 300000 15.65 ( 12.65 )
Mesh 2 0.050 × 0.050 × 0.050 2400000 31.30 ( 25.30 )

The meshes are already quite refined, but small elements are necessary
to correctly approximate the shape of the tunnel. In order to compare the
numerical results obtained with the two grids the temperatures have been
evaluated at different positions, upstream, above and downstream the fire,
for the subcritical fire scenario. The temperatures are averaged in time from
180 s to 420 s and presented as function of the height, figure 2.14a. As ex-
pected the most critical section is the one above the fire, x = 0.0 m, while
upstream and downstream the fire the difference between temperatures is
always below 20 ◦C. The maximum error in the temperature distribution is
close to the pool fire at z = 0.6 m, where the temperature obtained with the
coarse grid is about 200 ◦C below the temperature obtained with mesh 2.
The temperatures above the fire, over 1.0 m high, are again in good agree-
ment between the two meshes. The temperatures above the fire, at 0.6 m
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height, are compared for the two grids in figure 2.14b. The temperatures
show strong fluctuations due to the high turbulence of the reaction region
and this can explain the discrepancies found in figure 2.14a between the
two meshes.
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FIGURE 2.14: Mesh independence study for subcritical ven-
tilation conditions

The largest differences in the results are confined to the fire region, while
in the rest of the field different grids produce similar results. As seen in
figure 2.14a, the different temperatures along the tunnel’s height are not
affecting the agreement between the grids in the rest of the tunnel. There-
fore mesh 1 is chosen to simulate the fire scenario under the two ventilation
condition.

After evaluating the proper grid size to use for the simulations, numer-
ical and experimental results are compared together, both under subcritical
and supercritical ventilation conditions. In [85] the subcritical ventilation
has been obtained with a longitudinal velocity at the tunnel’s outlet equal
to 1 m/s, which allowed partial backlayering, while for supercritical venti-
lation the exhaust velocity is equal to 2.2 m/s.

The HRR for the two fires has been imposed according to the experi-
mental, the HRR curves used for the simulations have been plotted in figure
2.15 for different ventilation regimes.

The HRR measured during the experiment is slightly higher that the
nominal value, 1.5 MW, that has been used to calculate the critical velocity.
As found by Carvel in [87], the longitudinal ventilation affects the HRR de-
pending on the type of fire and on its size. In case of small or medium pool
fires rising the longitudinal velocity the HRR decreases. In case of large
pool fires the HRR increases rising the longitudinal velocity. For large pool
the HRR is controlled by the availability of oxygen, ventilation controlled
fire, therefore an increase of the ventilation supplies more oxygen to the fire
rising the HRR. On the other hand small fires are fuel controlled thus there
is no need of more oxygen and the higher velocity may enhance the cooling
effect of the ventilation.
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(B) Supercritical ventilation

FIGURE 2.15: Heat Release Rate curves

Subcritical ventilation regime

The results obtained with FDS for subcritical ventilation regime have been
compared with the measurement obtained by Blanchard. In this first case
the smoke flows back, up to the inlet of the tunnel with backlayering. To
monitor the backlayering and the smoke flow, the temperatures and the
velocities in the tunnel have been measured at different locations upstream
and downstream the fire, figure 2.13. The temperature profiles during the
simulation are first presented in figure 2.16.

Gas temperatures are slightly overpredicted by FDS, but the numerical
values follow the trend of the experimental measurements. The tempera-
ture in the upstream region, figure 2.16a, and downstream, figure 2.16c, are
overestimated by the code, and this can be consequence of the poor mod-
elling of the mixing between the hot smoke layer and the incoming air [85].
In the upstream region, at x equal to -9.0 m, the maximum error in the tem-
perature is about 80 ◦C in the upper part of the tunnel. While downstream,
at x equal to +8.0 m, the maximum error can exceed 200 ◦C. Near the outlet
of the tunnel the difference between measurements and simulations can be
consequence of the boundary condition placed at the tunnel’s outlet, figure
2.16d. In the experiment a cone connected the tunnel with the exhaust fan,
but its geometry wasn’t available. Therefore a uniform velocity has been
imposed as condition at the tunnel’s outlet and this could influence the ve-
locity field. The temperatures along the tunnel have also been compared
with the experimental results at different heights and times in figure 2.17,
in order to evaluate the temperature evolution inside the tunnel. The re-
sults are in good agreement with the experimental measurement and they
are also close to the numerical results presented in [85, 86]. The errors in
the temperature are always below 100 ◦C, except for one point at x equal to
8.0 m where the temperature overestimation is about 150 ◦C. The tempera-
tures in the fire region have not been measured during the experiment, but
values about 1000 ◦C above the fire have been obtained also by Blanchard
with numerical simulations.

The temperatures measured and simulated show in figure 2.16 an initial
growth and later a quasi steady phase, so it is possible to consider a time
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FIGURE 2.16: Temperature history for subcritical ventila-
tion at different locations along the tunnel

averaged temperature in the tunnel in order to visualize the flow field, fig-
ure 2.18. The temperatures have been averaged in time from 240 s to 420 s,
the end of the simulations. The contour shows clearly the backlayering of
the smoke, this is not controlled by the ventilation and it is capable to flow
upstream at the tunnel’s inlet. Near the tunnel’s outlet the boundary con-
dition affects the temperature distribution, as already seen in figure 2.16d.
The boundary condition is too close to the measured points and the simu-
lation is not capable to correctly reproduce this tunnel’s region. However
the influence is confined to the final part of the tunnel about 3 m from the
outlet, so the other results are not affected by this modelling approximation.

After the comparison of the temperatures, the velocities have been com-
pared for the two measurement’s locations, figure 2.13. Upstream the fire
the velocity of the backflowing gas is well predicted, figure 2.19a, and the
velocity in the lower zone of the tunnel is correctly estimated. Poorer agree-
ment is found at 1.10 m and this can be consequence of a different stratifi-
cation of the gas in the upstream region. FDS overpredicts the velocity
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FIGURE 2.17: Temperature profiles along the tunnel at dif-
ferent times and heights
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FIGURE 2.18: Velocity and temperature distribution along
the middle plane of the tunnel
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FIGURE 2.19: Velocity profiles upstream and downstream
the fire for subcrtical ventilation conditions.

with a maximum error about 1.0 m/s. In the downstream region, figure
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2.19b, the velocities are well predicted by FDS along the height of the tun-
nel, with a maximum error always below 1.0 m/s. Downstream the fire
the velocity gradient is correctly estimated, with higher velocity in the up-
per layer, where hot gasses are flowing, and lower velocities near the floor.
In the downstream region the boundary conditions are far enough to not
influence the velocity distribution along the tunnel’s heigh. The last com-
parison, for subcritical ventilation conditions, has been done for the radia-
tive heat fluxes, measured upstream and downstream the fire at 7.0 m 2.20.
The radiative heat fluxes have been measured at different heights using a
radiometer, while in FDS the radiative heat flux to a point has been calcu-
lated.
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FIGURE 2.20: Radiative heat fluxes upstream and down-
stream the fire for subcrtical ventilation conditions.

The results predicted by FDS are always underestimated compared to
the experimental results, both upstream and downstream the fire. The poor
agreement between the experiment and the simulation could be due to the
poor quality of the measurement or due to an non proper modelling of the
radiometer done with FDS. For both positions the heat fluxes are underes-
timated, but they show a trend similar to the experiment.

The comparison with several quantities measured in the experiment
shows that FDS is capable to predict the backflow of smoke and the flow
field in a tunnel in case of subcritical ventilation conditions. Some discrep-
ancies have been found in the temperature’s distribution, but there is a sat-
isfactory agreement both with the experimental values and the numerical
results proposed by Blanchard.

Supercritical ventilation regime

For supercritical conditions the velocity of at the outlet rose up to 2.2 m/s
in order to prevent the backlayering, in this case only temperatures and ve-
locities have been reported in [86]. The temperatures have been measured
upstream and downstream the fire with three measurement section down-
stream, at 8, 12 and 24 m from the fire, and only one upstream the fire, at
3 m from the fire. The numerical and experimental results are presented in
figure 2.21.
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FIGURE 2.21: Temperatures for supercritical ventilation
conditions at different locations along the tunnel

Figure 2.21a shows some smoke flowing upstream the fire, this back-
layering is confined to the last part of the experiment and it is correctly
predicted by FDS. The thickness of the smoke layer is overpredicted by
FDS since the temperature at 1.5 m high is greater than the ambient value,
while in the experiment there is not temperature rise at this height. The
temperatures downstream the fire are all in good agreement with the ex-
perimental results and show a better agreement if compared with the sub-
critical ventilation case. The maximum errors between FDS and measure-
ments are below 100 ◦C for the different locations. The backlayering was
not expected in the experiment since this was designed to have longitu-
dinal velocity greater than the critical one. The critical velocity has been
calculated basing on different formulas for an HRR of 1.5 m while in the ex-
periment the maximum HRR was about 2.0 MW. So the HRR based on [88]
was underestimate if compared to the experimental results. Some smoke
backlayering occurs already at 240 s, figure 2.21a, before the final HRR rise,
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FIGURE 2.22: Temperature profiles along the tunnel at dif-
ferent times and heights

occurring after 420 s. So considering an HRR of 1.5 MW, Q∗=0.198, the crit-
ical velocity calculated basing on [23] is about 1.9 m/s, but this velocity
refers to the air velocity at the inlet of the tunnel as done in the experiment
of Li. In this case the velocity was imposed at the outlet where the gas
are warmer and less dense. For the last part of the simulation when there is
smoke backlayering the velocity at the inlet section of the tunnel is about 1.8
m/s and the velocity at the tunnel’s outlet 2.2 m/s. Even if at the tunnel’s
outlet the velocity is greater that the critical value, at the inlet the velocity is
below the critical value and this allows the smoke to flow towards the inlet
portal. In the downstream region the temperatures calculated with FDS are
overlapping the experimental values and the boundary condition doesn’t
affect the temperature profiles near the tunnel’s outlet, figure 2.21d.

The temperatures are compared along the tunnel at two different heights
and different times steps, figure 2.22. The numerical results follow the ex-
perimental measurements apart for the region downstream the fire at 1.3
high. The temperature obtained with FDS in this case is below the exper-
imental value with a maximum error about 200 ◦C. This error can be con-
sequence of different smoke stratification downstream the fire considering
the good agreement found between measurements and simulations in fig-
ure 2.21.

The temperatures in the tunnel, as done for the subcritical ventilation
condition, are presented in figure 2.23, showing a limited region upstream
the fire with backlayering and the downstream region filled with smoke.
For this ventilation regime there is not a proper steady state phase as found
before, but the temperature have been averaged in the last phase of the fire
when the backlayering occurs, after 240 s. The temperatures are generally
lower compared to those found in figure 2.18, this is consequence of the
lower HRR and the higher cooling effect of the ventilation. The higher lon-
gitudinal velocity provides also a more uniform temperature distribution
along the height of the tunnel in the downstream region. The temperatures
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FIGURE 2.23: Velocity and temperature distribution along
the middle plane of the tunnel

are quite regular also close to the outlet of the tunnel, so the boundary con-
dition doesn’t affect the temperature field as occurred with subcritical ven-
tilation. This could be seen in figure 2.21d where the experimental values
are in good agreement with the FDS simulations.

The comparison of the temperatures simulated with FDS and measured
by Blanchard shows that FDS is capable to simulate the transient flow of
smoke travelling upstream the fire. To complete the validation the veloc-
ities are compared with the experimental measurements, figure 2.24. The
velocities have been measured at two sections in the tunnel, 5 m upstream
the fire and 18 m downstream the fire.
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FIGURE 2.24: Velocity profiles upstream and downstream
the fire for supercritical ventilation conditions.

In the downstream region the results obtained with FDS are overlap-
ping the experimental measurements, while in the upstream region the
agreement is still good but FDS overpredicted the backlayering length. As
seen in figure 2.23 the smoke flows back to -7.5 m in the FDS simulation,
while in the experiment this distance should be smaller since the velocity
at 5 m are still all positive.

Also for supercritical ventilation conditions FDS is capable to simulate
the smoke confinement with a good estimation of temperature and velocity
profiles. Some discrepancies occur in the prediction of the backlayering
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length but the numerical simulation is capable to detect the correct time at
which the backlayering starts.

2.5 Numerical investigation of Froude Scaling in tun-
nel geometries

In fire safety engineering, mainly in tunnel applications, the cost and the
risk of real fires are not sustainable for a large experimental campaign, this
is why most of the available data comes from model experiments, unless
for some exceptions [7–9, 14, 15]. The model experiments are performed in
order to scale a big event and to study it in a smaller size. When resizing
a fire scenario some meaningful non-dimensional parameters must be pre-
served among the scales. The scaling approach is not unique and at least
three different techniques have been proposed in the literature [19]: namely,
Froude scaling, pressure scaling and analogue scaling.

Among them, the most popular is Froude scaling, since the manufactur-
ing of the testing facility is easier when compared to the other approaches.
Most available results about critical velocity and backlayering length [11,
21, 23, 89–92], have been obtained in experimental test rigs designed with
the Froude scaling.

Until now the reliability of this scaling technique has not been com-
pletely assessed and only few studies have been done in this direction: [93]
Quintiere compared the measurements coming from experiments in differ-
ent scales, while Tilley [24] compared the results in different scales obtained
using Computational Fluid Dynamics (CFD), but both cases didn’t refer to
fire scenario in tunnels. Without aiming at verifying the scaling process, Li
[23] compared the critical velocities measured in different tunnels, both in
small scale and big scale, finding a common trend in the results but also
some scattering among them.

In order to fulfil this lack numerical simulations are performed in dif-
ferent scales. The results are later compared assessing the reliability of the
Froude scaling. In order to provide more reliable results, the numerical sim-
ulations are based on the experimental tests carried out by Blanchard [85,
86]. This midscale scale tunnel is rescaled and simulated in the real size in
order to compare results in the bigger scale with the predictions obtained
from the small scale test.

2.5.1 Scaling theory

The scaling theory is commonly used to design a small scale experiment
starting from a real scale one, as well as to transfer results from small scale
test to bigger scale. An introduction to the scaling theory has been already
proposed in section 1.2.1 for the scaling of critical velocity, in this section
all the equations of the Froude theory are discussed in order to show how a
tunnel can be designed in a new scale and results transferred. In this study
the Froude scaling is chosen to resize fire scenarios in tunnels, since most of
the model experiments are designed with this approach. With the Froude
scaling the Reynold numbers are different in the two scales, however this
approximation has small influence on the results [24].
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In the scaling procedure shape of the tunnel remains the same in the
two scales and all the lengths of the tunnels are in a constant ratio among
them. The generic length of the rescaled tunnel L2 can be obtained from the
original one L1 as:

L1

L2
= γ (2.17)

where γ is the scaling factor, which is later used to relate different quantities
in different scales. In the Froude scaling the ambient pressure is not rescaled
and is fixed to a constant value in all the scales. The fire load is resized
changing the HRR, as:

HRR1

HRR2
= γ5/2 (2.18)

In case the ventilation conditions are imposed at the tunnel’s portals, the
velocities are changed in order to preserve the Froude number as:

u1
u2

= γ1/2 (2.19)

For transient problems, the characteristic timing of the simulation is also
changed in order to fulfil equations 2.17,2.19:

t1
t2

= γ1/2 (2.20)

The heat losses through the walls need to be rescaled correctly among the
scales.

q̇′′w,1
q̇′′w,2

= γ1/2 (2.21)

The walls’ thermal properties therefore need to be changed in order to fulfil
equation 2.21. This is done, as proposed by Ingason in [12], modifying the
thermal inertia (χ) and the thermal thickness of the wall (ξ) defined as:

χ = kρcp (2.22)

ξ =
k

δ
(2.23)

where k is the thermal conductivity, ρ is the density, cp is the specific heat
and δ is the thickness of the wall. Since in real tunnels the walls are many
kilometres thick, while in model experiment these are just few centimetres
thick, it is important to assess if there is heat transfer on the back side of
the wall. If the thermal wave doesn’t cross the tunnel’s wall the thickness
can be assumed to be infinite also in the small scale. The wall’s thermal
properties are rescaled according to:

χ1

χ2
= γ3/2 (2.24)

ξ1
ξ2

= γ1/2 (2.25)

Once the small scale test is designed starting from the previous equations,
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the results from the small fire test can be exported to the original size. The
Froude scaling allows to rescale the results of the small scale test and to
make some prediction about the fire scenario in the real scale. The Froude
scaling considers the gas to have an ideal behaviour, thus the temperature
fields in different scales are the same after rescaling the position of the mea-
surement. The temperature can be exported in a different scale both in the
gas and on the walls of the tunnel.

T1
T2

= γ0 (2.26)

The gas velocity inside the fluid domain can be transferred from the one
scale to the other based on equation 2.19, including the estimation of the
critical velocity. The smoke backlayering distance can be exported as well
from the small scale to the big one using 2.17. The heat fluxes through the
walls change among the scales in order to rescale correctly the heat losses,
so they can be transferred from one scale to the other according to equation
2.21.

To assess the reliability of the Froude scaling it is necessary to compare
similar fire scenarios, in similar tunnels. These should have similar geome-
try and materials, which satisfy 2.17, 2.24 and 2.25, similar ventilation con-
ditions and fire load, scaled according to equations 2.18 and 2.19. In the
literature many small scale experiment have been carried out, while just
few large scales scenarios have been performed. Among these tests it is
difficult to find similar cases because of the differences in the measured
quantities and in the operating conditions, fire load, ventilation regime,
tunnel’s geometry. The differences between the experiments could com-
bine with the differences induced by the Froude scaling preventing from
assessing the reliability of the scaling technique. To overcome the previous
difficulties numerical methods can be used instead of experiments [24], al-
lowing to compare two fire scenarios which fulfil all the previous equations.
The reliability of the numerical simulations can be assessed comparing the
numerical results with the experimental measurements in the small scale,
where several experiments are available. The validated tunnel can be later
rescaled and the numerical simulations can be compared among each other
in order to find the differences in the two scales. The small scale tunnel
studied in [85, 86] is chosen for the validation and later for the rescaling be-
cause temperatures and velocities have been measured both in subcritical
and supercritical ventilation regimes. The reliability of the FDS simulations
in the small scale tunnel has been already assessed in section 2.4, showing
a good agreement between numerical and experimental results.

In order to assess the reliability of the Froude scaling it is necessary
compare two similar fire scenarios. The experimental work performed by
Blanchard consists only of a midscale tunnel therefore a numerical simula-
tion can be used to evaluate the fire scenario in the big scale. The numerical
simulation allows to design a tunnel which fulfils all the equations pro-
posed in the previous section and to compare the results in the two scales.
As proposed in [86] the scaling factor is equal to 3 and this value allows to
calculate all the features of the new tunnel. The shape is similar to the origi-
nal tunnel, so the length is 129 m and the hydraulic diameter of 6.48 m. The
materials of the walls are modified because their thermal inertia and the
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thermal thickness are changed according to equations 2.24 and 2.25. Since
in the small scale tunnel the thermal wave doesn’t cross the insulating layer
of mortar concrete, it is possible to consider only the first layer of material
as semi-infinite, with a thermal thickness equal to zero in both scales. The
HRR in the big scale is calculated based on the fire curve in the small scale,
figure 2.15a. The intensity of the fire is increased according to equation 2.18,
and the duration of the fire is changed because for transient problems the
timing is rescaled according to equation 2.20. The ventilation conditions
in the big scale tunnel are similar to the small scale one and the exhaust
velocity is calculated using equation 2.19. For the large scale tunnel a pre-
liminary mesh independence study has been performed to evaluate the ad-
equate mesh size, comparing grids with elements of 0.30 and 0.15 m size.
Due to the agreement between the results the coarser grid is chosen. The
boundary conditions in the two different scales are summarized in table 2.7.

TABLE 2.7: Comparison of the different boundary condi-
tions in the two scales

Small scale Big scale
Velocity exhaust [m/s] 1.0 (Subcritical ), 1.73 (Subcritical),

2.2 (Supercritical) 3.81 (Supercritical)
Tunnel length [m] 43 129
Time [s] 420 (Subcritical), , 727(Subcritical),

480 (Supercritical), 832 (Supercritical)
Thermal inertia [kW2 s / m4/ K2] 301.9 1569
Thermal thickness [W/ m2 / K] 5.44 (0.0) 0.0

2.5.2 Results comparison in different scales

In this section the results in different scales under different ventilation con-
ditions are compared using velocities and temperatures. The results are
presented directly in the big scale tunnel, so values measured in the small
scale tunnel are first rescaled to the bigger scale using respectively equa-
tions 2.19 and 2.26. Since not all the quantities presented hereafter have
been measured in [86] and because of some differences between simulation
and experiment only the numerical results are presented.

Subcritical ventilation regime

Tunnels in the two scales are first compared for subcritical ventilation con-
dition, with exhaust velocity equal to 1 m/s in the small scale and 1.73 m/s
in big scale tunnel. The HRR is imposed as boundary condition based on
the experimental curve presented in figure 2.15a. The gas temperatures are
first presented along the tunnel, figure 2.25, for sake of brevity these are av-
eraged in time for the second part of the experiment when the fire reaches
a steady condition, figure 2.16. The averaging interval is from 240 s to 420
s in the small scale and accordingly from 416 s to 727 s in the big scale. The
temperatures are presented beneath the ceiling, TCeil, and averaged along
the tunnel’s height , TAve, to show the overall trend along the tunnel, figure
2.25a.
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FIGURE 2.25: Comparison of the temperature in the tunnels
in the two scales.

The mean temperatures along the tunnel show close trends in the two
scales, while the gas temperatures beneath the ceiling show some differ-
ences. Near the fire the differences between the two scales are higher, but
the effect is confined to the region near wall and the results in the remain-
ing part of the tunnel are in good agreement. One of the most critical part
of the Froude scaling is the correct scaling of the walls’ thermal properties
which cannot be done without introducing some approximations, as stated
by Ingason in [12]. To evaluate these approximations the surface tempera-
tures in the two scales are compared along the middle line of the tunnel at
two different time steps, at the half and at the end of the fire, figure 2.25b.
For the small scale tunnel the wall temperatures are evaluated at 210 s, t1,S ,
and 420 s, t2,S , while in the big scale the temperatures are evaluated at the
corresponding time 364 s, t1,B , and 727 s, t2,B . The temperatures after the
first half of the fire are in good agreement among them, while at the end
of the fire these show some discrepancies near the fire region, with a max-
imum difference equal to 100 ◦C. As seen in figure 2.25b the effect of these
discrepancies remains confined near the wall region.

The longitudinal velocities are presented along the tunnel’s height up-
stream and downstream the fire, figure 2.26a. The velocity is averaged in
time for the last part of the experiment as done for the temperature and
compared for the position previously used for the validation, in the small
scale 5 m upstream and 15 m downstream the fire. The position of the mea-
surement is moved accordingly to the scale factor in the big scale, as well
the velocity is rescaled from the small scale to the big one using to equation
2.19. The results show a good agreement between the two scales where
there is a clear backlayering in the upstream part of the tunnel. The max-
imum difference between the results in the two scales along the two pro-
files is below 0.5 m/s. The thickness and the velocity of the smoke flowing
against the ventilation direction are similar in the two scales.
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FIGURE 2.26: Comparison of the velocities in the tunnels in
the two scales.

Supercritical ventilation regime

The approach proposed for subcritical ventilation conditions is employed
with the higher outlet velocity. The exhaust velocity is increased to 2.2 m/s
in the small scale tunnel and accordingly to 3.81 m/s in the big tunnel.
The HRR is imposed as boundary condition starting from the experimental
curve, figure 2.15b, and later rescaled in the big scale tunnel.

The gas temperature is averaged in time in the second part of the ex-
periment because the fire scenario reaches a quasi steady phase. The time
interval considered for the averaging is from 240 s to 480 s in the small scale
and from 416 s to 832 s in the big scale. The temperatures averaged along
the tunnel’s height, TAve, and the temperature beneath the ceiling, TCeil, are
presented in figure 2.27a for the two scales. The temperatures are gener-
ally lower compared to the previous case due to the lower HRR and due
to the higher cooling effect induced by the ventilation. The results are in
good agreement between the two scales and the maximum difference be-
tween the temperatures doesn’t exceed 50 ◦C. Looking at the temperature
beneath the ceiling it is evident that in both scales the backlayering length
is correctly rescaled.

The wall temperatures are compared along the tunnel after half of the
fire scenario and at the end, figure 2.27b. Temperatures are evaluated after
240 s, t1,S , and 480 s, t2,S , in the small scale and 416 s, t1,S , and 832 s, t2,B ,
in the large scale. The agreement between the results is better if compared
with the subcritical ventilation condition, the temperature profiles show
some differences just above the fire but these are smaller than 50 ◦C. With
higher ventilation rate there are lower heat losses though the walls and
the approximations introduced in the rescaling of the materials’ properties
induce smaller errors. The velocities are compared in the upstream and
downstream region after rescaling the position of the measurement and the
magnitude of the velocity from the small scale to the big scale. In figure
2.26b it is clear that the thickness and the velocity of the smoke flowing
upstream the fire are similar in the two scales. The maximum difference
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FIGURE 2.27: Comparison of the temperature in the tunnels
in the two scales.

between the velocity profiles is below 1.0 m/s and it is located near the
ceiling where the smoke flows upstream the fire.

In both fire scenarios the results in the big and in the small scale show
a satisfactory agreement among them. Most of the differences are localized
beneath the ceiling where the heat transfer through the walls has a major
influence on the temperature and the approximations introduced with the
scaling of the thermal properties reduce the agreement among the scales.
The effect of the wall properties decreases increasing the exhaust velocity
because a larger portion of heat is exhausted at the outlet of the tunnel. In
case of supercritical ventilation regime a small backlayering occurs in part
of the tunnel, the backlayering lengths predicted in the two scales have the
same magnitude and the velocity profiles of the smoke flowing upstream
are in good agreement.

The present comparison shows that if two tunnels are rescaled follow-
ing the equations provided in section 2.5.1, the temperature and the veloc-
ity profiles can be exchanged among the scales. This is important when the
critical velocity and backlayering distance are exported from small scale ex-
periments to real scale tunnels. Attention must be paid to the wall proper-
ties since they affect the temperature field near the ceiling where the smoke
stratifies. If the wall properties are correctly rescaled the error induced by
the scaling is confined to the near wall region but in case of major different
the error might influence the whole flow field.

2.5.3 Effect of the wall properties

Experimental results carried out in small scale tunnels are usually employed
for the evaluation of the critical velocity and the smoke movement [94]. Re-
sults from a small scale tunnel can be rescaled and exported to a real scale
scenario, if these are similar. In practical problems, not always real tunnels
are made of the material prescribed by the Froude scaling. Tunnels often
are coated with insulating layer or with concrete layer, but they can also
be made only of rock. The thermal properties of the walls affect the heat
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exchange between the hot gas and the tunnel’s vault. It is thus important
to assess how the different heat losses affect the flow field and if the results
from a small scale tunnel can be still rescaled and used in the real scale.

To evaluate the influence of the thermal boundary conditions, one tun-
nel with highly insulating material and one with highly conductive are
studied [33]. In the first case, the walls are coated with fibre boards, these
are 0.03 m thick and their thermal properties are defined according to [95].
The second layer of the tunnel is assumed to be made of rock. In the second
case, walls are completely made of rock, exchanging more heat compared to
concrete or insulating material. The thermal properties of the rock depend
on its composition, but some common values can be found in [96]. These
two tunnels are similar to the big scale tunnel previously investigated un-
less for the wall’s properties. The tunnels are simulated with FDS in case
of subcritical and supercritical ventilation regimes using the same fire load
and the same ventilation regime presented earlier.

The thermal inertia in case of insulated tunnel is much smaller com-
pared to the other two cases due to the lower specific heat and conductivity
of the material. In case of rock the thermal inertia is about two times higher
than the reference case. The thermal thickness for the rock tunnel and for
the second layer of the tunnel with insulating boards are 0.0, since the wall
is supposed to be semi-infinite. All the thermal properties of the walls are
summarized in table 2.8.

TABLE 2.8: Thermal properties of the walls of the non insu-
lated and insulated tunnels.

Rock tunnel Insulated tunnel
Density [kg/m3] 2500 240, 2500
Thickness [m] Inf. 0.03, Inf.
Conductivity [W/m K] 1.5 0.048, 1.5
Specific heat [J/kg] 900 1000, 900
Thermal inertia [kW2 s / m4/ K2] 3375 11.52, 3375
Thermal thickness [W/ m2 /K] 0.0 9.38, 0

Temperatures and velocities are compared for subcritical and supercrit-
ical ventilation regimes in order to find the differences between these two
new cases and the big scale tunnel presented earlier which is taken are ref-
erence case.

For subcritical ventilation condition the exhaust velocity is set equal to
1.73 m/s at the tunnel’s outlet and the HRR is calculated rescaling the ex-
perimental curve, figure 2.15a. The temperatures also in this case are av-
eraged in time from 364 s to 727 s and later presented beneath the ceiling,
TCeil, and averaged along the height of the tunnel, TAve, figure 2.28a. Both
temperature profiles obtained with the tunnel made of rock are in good
agreement with the reference case, with maximum error about 30 ◦C. The
temperatures in the tunnel with insulating boards are much higher, with
an overprediction of the temperature in the whole tunnel greater than 100
◦C. This result is confirmed by wall temperatures evaluated after half of the
fire, t1, and at the end, t2, figure 2.28b. The rock tunnel shows some dif-
ferences from the reference case, with a temperature underestimation along
the whole tunnel and a maximum difference about 150 ◦C above the fire
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place. The temperatures obtained from the insulated case are much higher
in the whole tunnel, with an overestimation of the temperature greater than
200 ◦C in the whole domain.
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FIGURE 2.28: Comparison of the temperature in the tunnels
with different thermal properties.

Longitudinal velocities upstream and downstream the fire are compared
for the three cases in order to assess the magnitude of the smoke backlayer-
ing, figure 2.29a. The agreement found in the temperature profiles between
the reference case and the rock tunnel is confirmed also by the velocity pro-
files, with a maximum error within 0.5 m/s. In case of highly insulated tun-
nel the velocity of the smoke flowing upstream is higher along the whole
height of the tunnel, with a velocity overstimation greater than 1.0 m/s.
The smoke layer in case of highly insulated tunnel is thicker than the ref-
erence case, because there is a larger part of the velocity profile below 0.0
m/s.
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FIGURE 2.29: Comparison of the velocities in the tunnels
with different thermal properties.
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For supercritical ventilation the velocity at the tunnel outlet is set at 3.81
m/s and the HRR calculated basing on figure 2.15b. Temperatures beneath
the ceiling, TCeil, and averaged along the tunnel’s height, TAve, are aver-
aged in time from 416 s to 832 s, figure 2.30a. For the tunnel made of rock
the temperature profiles are similar to the reference case and also the back-
layering length is similar even if the wall properties are slightly different.
The maximum error for the temperature beneath the ceiling is within 40
◦C and it is located above the fire, the averaged temperature profiles are
overlapping and the difference is smaller than 5 ◦C. In the highly insulated
tunnel temperatures are higher and the smoke flows up to the upstream
portal. Because of the different backlayering lengths the temperatures are
more than 200 ◦C higher than the reference case in the part of the tunnel up-
stream the fire. The wall temperatures in this case show small differences
between the rock tunnel and the reference case, with a maximum temper-
ature underestimation about 100 ◦C above the fire place. While there is a
strong overestimation of the temperature in case of insulated tunnel, which
is greater than 200 ◦C along the whole tunnel, except near the inlet portal,
figure 2.30b.
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FIGURE 2.30: Comparison of the temperature in the tunnels
with different thermal properties.

The different backlayering occurring in the tunnels can be depicted also
comparing the velocity profiles upstream and downstream the fire, figure
2.29b. The smoke pattern in case of rock tunnel is similar to the reference
case, with a maximum error below 0.3 m/s. For the highly insulated tunnel
the velocity is higher with a maximum velocity overestimation of 1.5 m/s
near the ceiling. The portion of tunnel with negative velocity is also larger
so the smoke layer is thicker than the reference case. Under supercritical
ventilation conditions some smoke is confined upstream the fire for the ref-
erence tunnel and the rock tunnel. In case of insulated tunnel the smoke
flows up to the tunnel’s inlet and the ventilation is not capable to confine
the smoke. Therefore for the tunnel with highly insulated walls this venti-
lation regime is still subcritical.
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Three different tunnels with different walls’ thermal properties are com-
pared in order to understand the influence of the thermal boundary condi-
tions on the flow field in case of fire. The reference case has been designed
with the Froude scaling from a small scale tunnel [86]. Two new tunnels are
designed using the same geometry, fire load and ventilation conditions, but
with different thermal properties of the walls. The materials are selected in
order to provide an highly insulated case, tunnel coated with fibre boards,
and a non insulated case, tunnel made of rock. Reducing the thermal inertia
of the walls, with the tunnel insulation, the wall temperatures and the gas
temperatures increase. The smoke, due to the higher temperature, is capa-
ble to float longer upstream the fire under the same ventilation conditions.

Critical velocities are usually obtained from small scale experiments and
when these results are applied to the real scale tunnels not always the wall’s
properties are correctly rescaled. In case the walls in the real tunnel are less
insulated than the reference case the temperature are lower and the backlay-
ering is also less severe than expected, but in case the tunnel is more insu-
lated than the reference case the critical velocity is underestimated. This can
lead to unexpected backlayering and to warmer gases in the real scale com-
pared to the small scale with higher risk and threat for the people trapped
in the tunnel.
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Chapter 3

CFD modelling of jet-fans

After the validation studies presented in Chapter 2, this chapter focuses on
the modelling and simulation of jet fans with FDS. The study and validation
of these devices is important because as seen in the introduction 1 longitudi-
nal ventilation is frequently used in tunnels. Until now, most of the studies
on smoke confinement with longitudinal ventilation focused on the critical
velocity and back-layering distance, mainly with model experiments. In a
small scale tests it is hard to use rescaled jet fans and longitudinal velocity
is usually provided by a fan at the tunnel’s portal. In real tunnels jet fans
are used for the pollution control and for the smoke confinement in case of
fire. However, full scale test where jet fans are installed and tested are not
so often performed, so just few experimental data are available.

The limits of the experiments can be overcame using numerical simula-
tions which allow to model ventilation devices and to consider their effec-
tiveness on the smoke confinement. One dimensional methods model jet
fans just considering the force they induce on the flow. CFD can simulate
the flow field induced by jet fans, but attention must be paid to the mod-
elling of the device. In the literature there are some validation studies about
jet fans used for smoke confinement [97–100] or just for ventilation purpose
[101, 102]. But in many cases jet fans have been simulated without a pre-
vious validation study [30, 103–107], lacking of reliability in the results. In
order to assess the capability of FDS to simulate these ventilation devices,
a comprehensive validation study has been carried out, including a small
scale ventilation test, big scale ventilation and a fire test.

3.1 Model of Jet-Fan in FDS

In FDS it is necessary to model and simulate the jet fan in a simplified way,
without including the flow field inside the machine but considering only
the flows at the inlet and at the outlet. The simulation of the whole turbo-
machine is out of the scope of this work and it requires huge computational
resources and detailed informations about the fan. The exact geometry of
the machine is usually not known, since the blades’ profiles and other geo-
metrical features are not released by the manufacturers. Also the operative
curve of the machine usually is not a given data, instead the nominal thrust,
the nominal volume flow and the rotation speed are provided.

Because of these limitations a simplified model has been chosen to de-
scribe the fan’s rotor as source of mass and momentum using the HVAC
model of FDS while the casing of the fan is modelled as a solid boundary
[30, 56, 102]. This approach models the rotor of the fan as section where the
flow is intaken and discharged at high velocity [108], figure 3.1a. Through
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the fan stage there is no accumulation of mass, so the mass inflowing is
equal to the mass outflowing.

(ρu)inA = (ρu)outA (3.1)

Where the density ρ at the inlet is function of the operative conditions of
the fan while velocity u and the area A are features of the fan. Through the
fan there are no heat losses and a small pressure rise occurs, less than 1000
Pa, therefore the density change is small and the axial velocity is constant
across the the fan section. The force produced by the fan can be written as:

T = ṁ(ua,out − utun) = A(pout − pin) (3.2)

Where ṁ is the mass flow through the fan, ua,out is the axial velocity dis-
charged by the fan, utun is the average velocity in the tunnel and p is the
pressure. The force described in equation 3.2 is the theoretical force of the
fan, without the pressure losses inside the tunnel, this can be evaluated
based on the data provided by the manufacturers. Turbomachines have
a performance map which is similar to the one proposed in figure 3.1b,
where the volume flow rate and the pressure rise are related among them
as function of the machine rotation speed. Because of the lack of data about
the performance curve of the jet fans, in the proposed FDS modelling the
volume flow rate through the fan is imposed as constant and equal to the
nominal value provided by the manufactures. This approach denies the
changes of the volume flow and pressure, depending on the fan’s operat-
ing conditions.

Inlet Outlet

Fan section

Casing

Fan axis

P, ρ, u P, ρ, u

(A) Jet fan model

(B) Performance map

FIGURE 3.1: Jet fan model and performance map.

Another simplification required to model jet fans regards the secondary
flows at the outlet of the machine, like swirl or radial components of veloc-
ity. Jet fans are relatively simple machines and not always after the rotor
there is a stator which straights the flow and rise the static pressures at the
outlet. Without the stator’s blades, the flow at the outlet of the fan has a
tangential component of the velocity which induces a vortex with a swirl
motion. The swirl is hard to quantify since there are no informations about
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the blades’ geometry, but knowing the thrust produces by the fan, the ge-
ometry and the rotation speed it is possible estimate the velocity distribu-
tion. Starting from the Euler equation it is possible to calculate the work
exchanged between the machine and the fluid:

∆Hfan =
1

ṁ

∫ rtip

rhub

ωr(ut,out − ut,in)dṁ (3.3)

where ω is the rotation speed of the rotor r is the radius and ut is the tan-
gential component of the velocity. The equation of conservation of energy
across the fan can be written as:

pin
ρ

+
u2in
2

+ ∆Hfan −∆Hloss =
pout
ρ

+
u2out

2
(3.4)

where the ∆Hfan is the energy given to the fluid by the fan and ∆Hloss and
the energy losses in the fan. The axial velocity across the section is assumed
to be constant and the work exchanged by the machine with the fluid in-
duces a pressure rise across the rotor. Combining together the equations of
the thrust 3.2 and the equation of Euler 3.3 it is possible to write:

T =

∫
A

(pout − pin)dA = ρ

∫
A

(
η∆Hfan −

u2out,t
2

)
dA (3.5)

where η is the machine’s efficiency. Since the required thrust, the rotation
speed and the nominal velocity are known it is possible to estimate a tan-
gential velocity distribution downstream the rotor. This requires the esti-
mation of the efficiency of the fan since the losses ∆Hloss are not known
and the estimation of a vortex distribution, since the blades’ geometry is
also not known. For sake of simplicity a free vortex distribution is used to
draw the velocity triangles across the fan:

ωr(ut,out − ut,in) = const = ∆Hfan (3.6)

ua = const =
ṁ

ρA
(3.7)

The equation 3.6 can be further simplified since the flow is assumed to enter
axially into the rotor therefore ut,in is equal to zero. The equation 3.6 can be
solved using equation 3.5 and it gives an estimation of the velocity triangles
downstream the rotor, while the axial velocity is assumed to be constant
along the span of the blade 3.7, figure 3.2b. This analysis allows to estimate
the swirl component of jet fans without stator. In case of jet fan with rotor
and stator the flow is straightened and the air flows axially out of the jet
fan, so no secondary flows are included in the model. The effect of the
swirl has been investigated comparing the numerical results obtained with
and without swirl vortex.

3.1.1 Effect of the swirl in the jet fan modelling

When simulating a jet fan with CFD one of the main problem is the descrip-
tion of the jet fan’s features. In common problems just few informations are
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provided such volume flow or discharged velocity and thrust. The oper-
ating map of the compressor and the flow field downstream the fan are
usually known only by the manufacturer and are not published. Therefore
the modelling of the fan should be done starting from the nominal condi-
tions and assuming that the machine operates always in the same point.
When the jet fan has to be simulated also other informations are missing,
the diameter of the hub is not known as well it is not known if the are static
blades after the rotor.

Due to the lack of published experiments about the flow field near a jet
fan, a numerical comparison has been carried out in order to evaluate the
effect of the swirl on the performance of the jet fan. Two jet fans with the
same discharged velocity and with the same geometry are simulated, one is
supposed to have a stator that straight the flow at the outlet and the other is
supposed to have only a rotor and the flow is exhausted with a swirl com-
ponent. The jet fans have a diameter of 1.2 m and a hub of 0.48 m (D/d=0.4).
The nominal volume flow discharged by the fan is 34.0 m/s and a nominal
velocity of 35.81 m/s. The thrust of the fan is assumed to be 1300 N and
the shaft is driven by an electric motor with 4 poles. The information about
the thrust and about the rotation speed of the motor allow to defined the
work exchanged by the fan assuming the efficiency of the machine equal to
95%. Once the specific work exchanged by the fan is calculated, assuming a
vortex distribution along the span of the blade it is possible to calculate the
velocity triangles and therefore the flow field downstream the fan. The ve-
locity triangles can be imposed at the outlet of the rotor in order to generate
the swirl component downstream the fan. The rotation speed of the rotor
can be calculated using the number of poles of the motor and assuming a
slip factor of the motor equal to 3%:

ω =
f(1− s)2π

p/2
=

50(1− 0.03)2π

4/2
= 152.36[rad/s] (3.8)

Using equation 3.5 it is possible to calculate the work required to the fan
to generate the pressure rise.

ωrut,out = 1197[J/kg] (3.9)

Knowing the specific energy exchanged along the span of the blade it is
possible to calculate the velocity triangles at the outlet of the rotor, figure
3.2a.

The components of the velocity are imposed on the different elements at
the outlet of the rotor in order to generate the flow field presented in figure
3.2a. After describing the design of the machine is it possible to simulate
the two jet fans, one with only rotor and tangential velocity at the outlet
and the other with rotor and stator without tangential velocity at the outlet.
The jet fans are simulated in two different conditions, in free field and in a
tunnel. For the simulation of the jet fan the numerical grid used in FDS is
drawn based on [109] and on the results of the mesh independence study
later presented in sections 3.2.2, 3.3.2. The span of the fan is dicretized
with 16 elements, whose size is 0.075 m, in order to correctly approximate
the geometry of the fan. A refined grid is used around the fan, extended
1.2 m from the fan axis and from 5.0 m upstream to 65.0 m downstream.
Around the refined region the elements have a mesh size which is double
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FIGURE 3.2: Velocity distributions across the rotor.

than the elements near the fan, 0.15 m, this mesh is extended from 1.2 m
to 3.6 m beside the fan. Around this second region there is another mesh
which is further coarsened using elements with double size compared to
the previous mesh, 0.30 m.

First, the fans are located in an empty domain which is extended near
the fan 75.0 m downstream 15.0 m upstream and 6.0 m beside the fan. The
velocity decay downstream the fan and the velocity profiles are compared
in figure 3.3.
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FIGURE 3.3: Comparison of the velocities obtained with the
two fans in free field

The comparison of the velocities shows that the decays are similar in
the two configurations far from the outlet, where the velocities are almost
overlapping. At the outlet of the fan the velocity in case of jet fan without
stator is smaller, 24.0 m/s, compared to the one axially oriented, 29.2 m/s,
this is consequence of the different jet shape near the shaft of the jet fan,
figure 3.3a. The tangential velocity distributions are compared along the
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vertical plane parallel to the fan axis in order to evaluate the distribution of
the swirl component in the flow field.
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FIGURE 3.4: Comparison of the tangential velocity

The comparison is limited only to the region near the fan since the tan-
gential velocity is high near the fan exhaust 3.4a, but after few meter the
tangential component drops to 0.0 m/s. The difference between the two
models is evident only close to the fan and this explains why the swirl com-
ponent doesn’t have a strong influence on the axial velocity far from the fan,
figure 3.3. The previous figures show the effect of the swirl locally near the
fan, however the effectiveness of the fan should be evaluated comparing the
entrainment ratios. This has been done comparing the average velocity at
the outlet of the domain 75 m downstream the fan. The velocities are com-
pared in table 3.1 including also the results of the next comparison, with jet
fan in tunnel. In free field the average velocity obtained with an axial jet
is slightly higher that the velocity induced by a fan with swirl component.
The difference is small between the two values and the relative difference
is about 3%.

TABLE 3.1: Average velocity with and without swirl

Free field Tunnel
Swirl 1.92 [m/s] 3.85 [m/s]
Axial 1.98 [m/s] 3.93 [m/s]

The comparison of the two jet fans with and without swirl component
shows that the effect of the secondary flow is confined to the region close
to the fan’s exhaust. Far from the fan, as seen in figure 3.4, the tangential
component of the velocity is negligible and the velocities along the axis are
overlapping, figure 3.3b.

After the comparison of the jet fans placed in free field it is necessary to
compare the two models inside a tunnel. The jet fans placed in the tunnel
have the same features of those studied in the free field. The tunnel used
for the simulation has a rectangular cross section, 12 m width and 9.6 m
high and it is 90 m long. The fans are hanged beneath the ceiling without
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a gap between the case and the wall in order to maximize the effect of the
wall. The axial velocity profiles are evaluated along the jet fan axis and at
different locations in order to evaluate the effect of the swirl on the velocity
decay of the jet 3.5.
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FIGURE 3.5: Comparison of the velocities obtained with the
two fans in tunnel

The comparison of the axial velocities with and without swirl show a
strong influence of the secondary flow near the fan exhaust. The maximum
velocity along the axis of the fan with swirl is lower, 24.7 m/s, than the max-
imum velocity induced by the fan with axial exhaust, 31.2 m/s. As seen in
figure 3.4a, the velocity with swirl component decays faster at the fan out-
let compared to the fan with axial exhaust. The velocity profiles show also
a different decay of the velocity compared to the jet in free field, with a
more compact jet downstream the fan. This can be related to the separa-
tion of the flow from the wall better known as the Coanda effect [27, 103,
104]. The tangential velocity profiles are compared along the vertical plane
passing through the jet axis near the fan region. Figure 3.6a shows that the
tangential component of the velocity is decaying after few meters and the
flows are similar downstream the jet. The entrainment ratio evaluated for
the two cases comparing the average velocity at the tunnel’s portal is pre-
sented in table 3.1. In case the fan is located in a tunnel the difference of
average velocity is small about 2% so the swirl is not strongly affecting the
entailment ratio.

The numerical comparison carried out here investigated the need of
modelling the swirl motion in the jet fans’ simulation. The comparison is
just numerical since no experimental data were available about this specific
topic, but from the simulations it is clear that the effect of the swirl is lo-
cated only near the jet fan exhaust. The axial velocity in the few meters
downstream the fan is smaller in case swirl component is present. More
downstream the velocity profiles obtained with the two models are over-
lapping and also the entailment ratio with the two models are really close.
The swirl component has a secondary effect on the flow field induced by
the jet fans, however the effect should be taken into account if when we
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FIGURE 3.6: Comparison of the tangential velocity

want to estimate the velocities near the fan’s outlet. The effect can be ne-
glected when we want to evaluate the entrainment ratio or the velocities far
from the fan, x/D>20. Experimental data are required for a more reliable
comparison of the two models, but due to the lack of data this remains still
an open topic.

3.2 Tunnel without fire: Small scale test

Before considering the validation of a big scale scenario, where many uncer-
tainties sum up together and where it becomes hard to control the bound-
ary conditions, a small scale test has been validated. In the literature several
experimental work with small scale test have been carried out in order to
study jet fans, first Kempf [25] studied the effect of a fan in a tunnel us-
ing a nozzle has source of mass and momentum. This approach has been
also applied by Pavesi and Martegnani [27–29] studying the velocity dis-
tribution induced by the jet fans inside the tunnel. Differently Jacques and
Wauters [110] used a small scale jet fan to investigate the velocity field into
a small scale tunnel. But due to the several measurements and the different
cases investigated the work of Mutama [26, 111] has been selected for the
validation.

3.2.1 Description of the experiment

A small scale wind tunnel has been designed to study the flow field in-
duced by a jet fan in mines, the tunnel has been designed to work in cold
conditions. The tunnel has a square section of 0.900 m by 0.900 m with and
the main body is 7.314 m long, the walls are made of plexiglass 0.0095 m
thick. At the tunnel’s inlet a bellmouth entrance has been mounted to guar-
antee low pressure losses and a smooth flow, at the outlet an extraction fan
has been mounted. The fan extracts a constant volume flow rate in order
to evaluate the flow field for different longitudinal velocities. At the outlet
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of the tunnel’s main body a contraction piece joints the square section with
the circular inlet of the extraction fan.

A real jet fan couldn’t be housed inside the tunnel, thus a simple nozzle
has been used as source of mass and momentum. The nozzle has a circular
section of 0.100 m and it extends into the tunnel for 1.400 m, the nozzle can
be connected to different endings with 0.100 or 0.150 m diameter. A fan
was connected to the nozzle discharging an air velocity of 20 or 40 m/s for
the smaller ending (0.100 m) and 21.8 m/s for the larger one (0.150 m). In
order to study the effect of the vicinity of the fan to the wall the nozzle has
been moved horizontally at different positions keeping the same height,
taking measurements at four different positions. In the initial conditions
the distance between the axis of the nozzle and the wall is 0.450 m, later the
distance is reduced to 0.300 m 0.150 m and 0.075 m.

Pressure and velocities have been measured at different sections along
the tunnel. The velocities have been measured with hot wire anemometers
at six different section along the tunnel on the middle line crossing the tun-
nel. These measurements allow to evaluate the diffusion of the jet and the
entrainment ratio in the tunnel. The pressure has been measured on the
wall of the tunnel using static pressure holes connected with transducers.
The measurements gave a distribution of the static pressure along the tun-
nel depicting the effect of the position of the nozzle. Differently from the
experiments previously mentioned where only the velocity field was mea-
sured, Matuma presented both the velocity and the pressure distribution
in the tunnel. The position of the pressure static holes and of the hot wire
anemometers have been presented in figure 3.7 with a general scheme of
the experiment.
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FIGURE 3.7: Experimental set-up used by Mutama [111]

3.2.2 Numerical simulations

In order to reproduce the experiment of Mutama, FDS has been used to
model the tunnel and the nozzle. As seen previously two nozzles have been
tested with two different velocities but for computational reasons only one
has been chosen. The bigger (0.150 m) nozzle has been simulated since it al-
lowed to use less elements for the spatial discretization, moreover the case
with lower velocity (21.4 m/s) has been chosen since it allows larger time
steps so lower computational cost. The nozzle has been modelled as a pipe
connected at the inlet with an HVAC section where the air is discharged
at the nominal velocity, the circular section of the nozzle has been approxi-
mated with several elements in order to have the same discharge area of the
experiment. The tunnel walls have been modelled as no slip surfaces and
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the velocity profile near the wall is calculated basing on [64]. The whole
length of the tunnel has been modelled with FDS unless for the exhaust fan
and the bellmouth inlet, at the inlet a pressure condition has been placed,
while the velocity has been imposed at the outlet. The pressure couldn’t be
set at the outlet because this has been measured only near the wall and it
was not known at the outlet section. The volume flow rate through the tun-
nel has been imposed as boundary condition, but the agreement of the pres-
sure distributions ensures the correctness of the simulations. The volume
flow at the tunnel outlet is reported in table 3.2 for the different nozzle’s
positions. The simulations in FDS are transient but since the results are pre-
sented in steady state conditions also the results from FDS have been time
averaged.

TABLE 3.2: Operative conditions for different nozzle’s po-
sitions

Fp Yj/Dt δj [m] Vol. flow [m3/s] Vel. out [m/s]
0.083 0.075 0.5516 0.6810
0.167 0.150 0.4825 0.5956
0.333 0.300 0.4287 0.5292
0.500 0.450 0.4287 0.5292

A similar validation case has been found in [109] where the velocity de-
cay of a jet is compared with the correlation proposed by Kümmel in [112].
In this case the numerical results are compared only along the centreline
of the jet and no information is given about the pressure distribution or
the velocity distribution downstream the jet. Moreover in [109] the jet is
simulated in free field without considering the interaction of the wall with
the jet. The validation however gives some interesting insights about the
nozzle modelling and the mesh generation.

When jet fans are simulated the mesh cannot be drawn based on [79],
so the informations contained in [109] have been used. The grid should
have a good refinement inside the nozzle in order to correctly calculate the
flow field, McGrattan et al. proposed different grids with 8 and 16 elements
spanning the nozzle. The shape of the nozzle has been approximated using
the Cartesian grid, but due to the approximation the area of the outflow is
not the same of the experiment. The geometry of the pipe has been drawn
considering the grid with 8 elements along the nozzle diameter and it has
been kept constant also for the finer mesh. Assuming to keep constant the
volume flow rate it is possible to calculate the error on the discharged ve-
locity comparing the real section with the one approximated in FDS.

Errv =
uFDS − uExp

uExp
=
AExp −AFDS

AFDS
= −3.38% (3.10)

If the nozzle is drawn as square using the same diameter the error on the
velocity would be much larger with an underestimation of the velocity of
-21.50%, but this approximation is later investigated in section 3.2.2. For the
turbulence model the default model, Deardorff’s model, has been initially
selected, also other models have been tested in order to evaluate their in-
fluence on the results. The domain has been cut in more meshes in order to
use the parallel version of FDS with a refinement in the core region of the
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jet. The mesh resolution for the two grids is presented in table 3.3. The re-
fined zone is a region with square section of 0.450 m size around the nozzle,
out of this refined region the elements have a double size compared to the
elements in the refined region.

TABLE 3.3: Mesh data

Mesh El. size jet-zone [m] N. of Elements
Mesh 1 0.02222 × 0.018750 × 0.018750 306432
Mesh 2 0.01111 × 0.009375 × 0.009375 2451456

The two grids have been used to simulate different cases changing the
position of the nozzle inside the tunnel and moving the refined zone near
the jet core. Pressure distribution in the tunnel and velocity distribution
for steady state conditions have been compared in order to validate FDS.
The positions of the nozzle in the tunnel changed during the tests from the
middle of the tunnel to the tunnel’s wall as shown in figure 3.7.
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FIGURE 3.8: Pressure distribution near the wall

First, the pressure distributions obtained with FDS are compared with
the experimental results, figure 3.8. The pressure has been measured only
along the tunnel’s wall at z equal to 0.450 m on the side opposite to the
nozzle when it moves closer to the wall. The pressure distributions are
presented for the two extreme positions Fp. 0.083 and Fp. 0.500 in figure
3.8, showing good agreement between the numerical and the experimen-
tal results. The pressure for different nozzle’s position reaches almost the
same value at the tunnel outlet, about 12.0 Pa for Fp equal to 0.5 and 10.0
Pa for Fp equal to 0.083, and show a flat trend near the outlet where the
flow is uniformed. The differences in the pressure distribution for the two
positions are mainly located in the region near the nozzle, x equal to 0.0
m, where the different recirculation paths induce different pressure losses.
The nozzle closer to the wall shows higher depression near the outlet which
indicates a possible flow recirculation, figure 3.8a. The position of the noz-
zle has also an influence on the pressure curve near the tunnel’s outlet, the
region with constant pressure is longer in case of jet in the middle of the
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tunnel, while it reduces when the nozzle is close to the wall. The results
show a good agreement for both grids which reach the same value of pres-
sure at the tunnel outlet and correctly simulate the depression near the noz-
zle’s outlet. The main difference between the experiment and the numerical
simulations occurs when the pressure rises, FDS tends to delay the pressure
ramp compared to the experiment.

−1 0 1 2 3 4 5 6 7
0

2

4

6

8

10

12

14

16

18

20

22

24

26

X
Tunnel

 [m]

U
−

v
e
lo

c
it
y
 [
m

/s
]

 

 

FDS: mesh 1

FDS: mesh 2

Experiment

(A) Fp = 0.083

−1 0 1 2 3 4 5 6 7
0

2

4

6

8

10

12

14

16

18

20

22

24

26

X
Tunnel

 [m]

U
−

v
e
lo

c
it
y
 [
m

/s
]

 

 

FDS: mesh 1

FDS: mesh 2

Experiment

(B) Fp = 0.500

FIGURE 3.9: Velocity decay along the jet’s centreline

To better understand the velocity field in the tunnel the velocity decay is
presented for the different nozzle positions in figure 3.9. The experimental
results have only four points, since the velocity is quite uniform after the
initial decay and further points just give the average velocity in the tun-
nel. The structure of the jet for different nozzle’s positions are quite similar
among them and FDS follows the experimental data in both cases. The
maximum velocity at the nozzle outflow is slightly overestimated by FDS
and this can be consequence of the different jet contraction inside the noz-
zle. The decay of the jet is slightly underestimated by FDS, the centreline
velocity obtained from the numerical simulations tends to drop to the con-
stant value about 2.0 m later compared to the experimental results. This
effect of delay in the jet decay explains the different pressure rise obtained
in figure 3.8.

The longitudinal velocities have been measured at different sections
along the tunnel and the results are presented for the different nozzle’s
positions in order to show the flow field along the tunnel. In figure 3.10
it is possible to see how the jet decays and how much backflow occurs in
the section. For the jet in the central position with Fp 0.500 there is the
smaller backflow compared to the other positions, while the maximum re-
circulation occurs when the jet is close to the wall Fp 0.083. The backflow
induces a loss of efficiency for the nozzle because the flow is not pushed
downstream in the tunnel, but generates a vortex near the fan dissipating
pressure. Another consequence of the nozzle’s position is the velocity de-
cay along the jet centreline. For the nozzle close to the wall the jet tends to
remain more compact and with higher backflow as already seen in section
3.1.1. This effect lead to higher losses due to friction on the wall and a lower
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FIGURE 3.10: Velocity profiles for different nozzle’s posi-
tions

efficiency of the fan as already stated by [25–27] For the two measurements
at x equal to 2.080 m and 3.270 m FDS overpredicts the velocities of the jet,
which is still compact in the simulation, while it is completely decayed in
the experiment. The maximum errors are respectively about 7.0 m/s and
5.0 m/s for mesh 2 and about 10.0 m/s and 7 m/s for mesh 1. In these
section there are the larger discrepancies between FDS and the experiment
however these are confined to these section, while in the rest of the tunnel
the agreement is still good.

The results presented for Fp. 0.083 and Fp. 0.500 give some more infor-
mations about the capability of FDS to predict the velocity decay of a jet,
figure 3.9. The velocity becomes uniform later in the simulations compared
to the experiment and this is clear in figure 3.10d, while for the sections
close to the nozzle the results are better. Mesh 2 has a better capability to
follow the velocity profiles measured in the tunnel, while the mesh 1 over-
estimates more the velocity in the last measurement sections. A finer mesh
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should be tested to better simulate the velocity decay, but the computa-
tional cost of a finer grid couldn’t be afforded and only these two meshes
have been presented. FDS is capable to predict the velocity pattern of the
jet and to predict the induced back flow. FDS is also capable to simulate
correctly the faster decay of the jet when the nozzle is in the middle of the
tunnel compared to the jet with the nozzle next to the wall.

Effect of the tunnel’s inlet geometry

In the previous validation the tunnel’s inlet has been simplified without
considering the bellmouth inlet which was mounted in the experiment. In
order to reduce the complexity of the model and the computational time,
the effect of the inlet has been neglected and a normal open boundary con-
dition has been used. To assess the effect of this simplification one more
simulation has been carried out with an extended domain including the
bellmouth inlet. The mesh used to simulate the new tunnel is based on
mesh 1, table 3.3, and the nozzle has been placed at the centre of the tunnel,
Fp 0.500. The inlet bell mouth has been designed in order to reduce the
pressure losses and the turbulence at the inlet as much as possible. As ex-
plained by Mutama in [111] using a radius of curvature equal to the tunnel
size 0.900 m the pressure loss coefficient at the inlet tends to zero, the inlet
is 0.540 m long and has a cross section of 1.264 by 1.264 m.
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FIGURE 3.11: Velocity contour on the tunnel’s middle plane

To evaluate the difference in the two models the velocity fields along
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the middle plane at z equal to 0.450 m are presented for the nozzle simu-
lated with bellmouth inlet and for the nozzle simulated with a simple open
boundary condition, figure 3.11.
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FIGURE 3.12: Velocity profiles at the tunnel inlet

The velocity patterns look similar in the two cases, but to better evalu-
ate the influence of the different inlet modelling the velocity at the tunnels
inlet at x equal to -0.800 m are presented in figure 3.12. The longitudinal
component of the velocity, u-velocity, figure 3.12a, for the two cases are al-
most overlapping as well as the tangential component of the velocity in the
plane, v-velocity, figure 3.12b. The differences in the two patterns are really
small, within 0.15 m/s for the u-velocity and 0.05 for the v velocity, and
totally negligible if compared with the velocity of the nozzle. The figures
presented here show that the modelling used in section 3.2.2 is appropriate
for the simulation of this experiment.

Effect of the turbulence model

The geometry approximations are not the only factors that influence the
velocity pattern induced by the nozzle in the tunnel. In the simulation
of the nozzles or jet fans the flow shows huge recirculation zones and ed-
dies which contribute to dissipate energy. As seen in Chapter 2 with a LES
simulation the small eddies are not simulated, but modelled since they are
weakly influenced by the geometry of the domain. Therefore a critical as-
pect of the simulation is the correct modelling of the viscous dissipations in
the sub-grid scale. In FDS different sub-grid turbulence models are imple-
mented but the code has been validated against several experiments only
with the default turbulence model [109]. In particular the Deardorff model
has been used for the validations presented in Chapter 2 showing a good
agreement with the experimental results. It is necessary to assess if other
turbulence model could better simulate jet fans, compared to the Deadorff
model and to compare the results among them. The turbulence models
tested in this section are:

• Constant Coefficient Smagorinsky Model



78 Chapter 3. CFD modelling of jet-fans

• Dynamic Smagorinsky Model

• Deardorff’s Model (Default in FDS)

• Vreman’s Model

These turbulence models have been simulated using mesh 1 and mesh
2 described in table 3.3 and for the nozzle configuration Fp 0.500. The ve-
locity decay and the pressure profile along the tunnel’s wall are used to
compare the turbulence models, for sake of simplicity the results obtained
with mesh 1 are first compared together, figure 3.13. In figure 3.13a the
turbulence models show a similar trend, apart for the Constant Coefficient
Smagorinsky Model which strongly delay the pressure rise on the wall due
to the slower decay of the jet. The velocity along the centreline of the jet
shows the same trend of the pressure with a good agreement among the
turbulence models except for the Constant Coefficient Smagorinsky Model,
which overestimate the velocities in the jet, figure 3.13b. A slightly better
prediction of velocity and pressure is obtained with the Dynamic Smagorin-
sky Model which is closer to the experimental curve compared to Dear-
dorff’s and Vreman’s models.
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FIGURE 3.13: Comparison of different turbulence models
simulated with mesh 1

For the simulation performed with mesh 2 the results are presented in
figure 3.14 showing a much better agreement between the different turbu-
lence models. The pressure along the wall shows only some minor differ-
ences between the curves and all the models correctly predict the pressure
rise, also the Constant Coefficient Smagorinsky Model shows a much bet-
ter agreement with the experimental results, figure 3.14a. The velocity de-
cay highlights a good agreement among the models and the overestimation
of the velocity is common among the different models, figure 3.14b. The
results obtained with a finer mesh show that there is no influence of the
turbulence model when the mesh is sufficiently refined.
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FIGURE 3.14: Comparison of different turbulence models
simulated with mesh 2

With mesh 1 the results obtained with the Dynamic Smagorinsky Model
are slightly better than the others, but this model has not been validated
earlier in FDS, therefore it is not considered reliable in the simulation of fire
scenarios. For the next validations, sections 3.3 and 3.4, as done in this sec-
tion 3.2 the default Deardorff’s turbulence model is used in the simulations.

Effect of the nozzle geometry

One limit of FDS in the geometry discretization is the need to use a Carte-
sian grid to mesh the domain. The Cartesian grid doesn’t allow to draw
rounded surfaces but only to approximate them with cuboid elements. The
numerical grids commonly used in the engineering practice are quite coarse
to reduce the computational time and simulate large domains [30, 102, 109,
113]. Therefore it is common to model a circular nozzle with few elements
and with square shape, if the hydraulic diameter is kept constant between
the nozzles, the edge of the square nozzle is equal to the diameter of the
original nozzle. The area as seen in equation 3.10 changes in the two noz-
zles and therefore the velocity or the volume flow must change according
to the changed area. In order to keep the same discharged volume and ve-
locity, the hydraulic diameter should be reduced in order to have the same
area of the circular nozzle.

Three tests in the small scale experiment have been performed in order
to evaluate the error that is induced when simulating a square nozzle. First
the nozzle is simulated keeping the same nominal velocity and hydraulic
diameter and changing the volume flow. The second nozzle is designed
keeping the same volume flow and hydraulic diameter of the experiment
and changing the discharged velocity. The last nozzle is designed keeping
the volume flow and velocity and changing the hydraulic diameter. For the
comparison the nozzle is placed in the centre of the tunnel, with Fp. 0.500,
and the coarser mesh, mesh 1 is used. The boundary conditions regarding
the nozzles’ features in the new cases are summarized in table 3.4, the other



80 Chapter 3. CFD modelling of jet-fans

boundary conditions not differently specified are the same of the original
case.

TABLE 3.4: Operative conditions for different nozzle’s po-
sitions

Case AreaN [m2] Diamh [m] Vol. flow [m3/s] Vel. [m/s]
(Err. %) (Err. %) (Err. %) (Err. %)

Original 0.0177 (-) 0.150 (-) 0.3780 (-) 21.4 (-)
Vol. flow 0.0225 (27.1) 0.150 (0.0) 0.4815 (+27.4) 21.4 (0.0)
Velocity 0.0225 (27.1) 0.150 (0.0) 0.3780 (0.0) 16.8 (-21.5)
Diameter 0.0177 (0.0) 0.1329 (-11.4) 0.3780 (0.0) 21.4 (0.0)

The pressure rise and the velocity decay are compared for the original
nozzle and for the three square nozzles in figure 3.15. In figure 3.15a the
velocity decays show similar trends when the velocity at the nozzle is the
same of the reference case. The different discharged volume or the differ-
ent hydraulic diameter don’t affect the agreement with the results obtained
with the original rounder nozzle. The difference is evident when the vol-
ume flow is the same of the reference case and the velocity is smaller, in this
case there is a strong underprediction of the velocity profile and a faster de-
cay.
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FIGURE 3.15: Comparison of different nozzle geometries
simulated with mesh 1

The other important parameter in the simulation of jet fans is the pres-
sure rise which induce the longitudinal flow along the tunnel. The pres-
sure is more sensitive to the nozzle’s approximation, in case the velocity
is smaller and the volume flow is the same of the original case the pres-
sure rise is underestimated about -25%. In case the velocity is the same of
the original case and the volume flow is higher the pressure rise is overes-
timated about +27%. These errors have the same magnitude of the error
induced in the calculation when defining the features of the nozzle, table
3.4. In case both velocity and discharged volume are the same of the ref-
erence case the pressure rise is similar to the original case. The hydraulic



3.3. Tunnel without fire: Big scale test 81

diameter has a secondary influence both on the pressure rise and on the
velocity decay.

When simulating jet fans in FDS it is important to consider the geomet-
ric approximations induced in the model because of the Cartesian grid. Jet
fans should be simulated with a well refined grid in order to correctly ap-
proximate the rounded geometry of the fan. However if the computational
power is limited and just few elements are available the best choice for the
approximation of a rounded jet with a square shape is to use the same ve-
locity and discharged volume changing the hydraulic diameter. This allows
to correctly predict the pressure rise and the velocity decay, comparing sim-
ulations with the same grid resolution.

A refined grid in the fan region in not only necessary for a better approx-
imation of the geometry in FDS, the grid resolution is important also for the
correct simulation of the flow field downstream the fan. As discussed by
Ang in [102] coarse grids in the fan region prevent to correctly simulate the
flow field and the velocity decay, while as seen in this section 3.2 a refined
grid is capable to correctly predict velocities and pressures.

3.3 Tunnel without fire: Big scale test

In the previous section pressure and the velocities measured in a small scale
experiment have been compared with numerical simulations. However it
has not been possible to simulate the intaken air into the tunnel when the
nozzle is activated, since the volume flow has been fixed as boundary con-
dition. In the engineering practice the most important information about
the ventilation system is the average velocity induced by the fan which
should be higher that the critical velocity in case of fire.

In order to evaluate the capability of FDS to simulate the flow induced
by jet fans, a real scale tunnel without fire has been simulated and com-
pared with the experimental measurements carried out by Colella in [31].
In the experiment only the average velocity across the tunnel is available,
while velocity profiles and pressures have not been measured, however
these have been already validated in section 3.2. In this new comparison
also the results obtained by Colella with the commercial CFD code Fluent
are presented together with the results obtained with FDS in order to high-
light also the capabilities of the two codes for this specific problem.

3.3.1 Description of the experiment

The Norfolk road Tunnels is a two lines tunnel located in Sydney (AU), it is
460 m long and it has a zero slope. The tunnel has a rounded cross section
which is symmetric with respect to the vertical middle plane, the tunnel is
7 m high and 12 m wide. The tunnel is equipped with six pairs of jet fans
hanged beneath the ceiling and all of them have the same nominal operat-
ing conditions: volumetric flow rate of 34.2 m3/s and discharge velocity of
34.7 m/s. The exact location of the fan has not been specified, but based
on the information provided in [31] the fans have been located at: +20 m,
+110 m, +190 m, +275 m, +350 m and +440 m from the inlet portal. The fans
on the tunnel’s cross section are located at 1.20 m from the vertical symme-
try axis and at 6.10 m high, the position is referring to the axis of the fan.
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The fan diameter is calculated based on the volume flow and the velocity
reported in [31] and set equal to 1.12 m. A schematic view of the tunnel is
provided in figures 3.16 3.17.
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FIGURE 3.16: Experimental set-up used by Colella [31]
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FIGURE 3.17: Cross section of the Norfolk road

The velocity inside the tunnel was measured with ultrasonic transduc-
ers at the centre of the tunnel about 230 m from the inlet portal. During
the experiment several test have been performed, fans have been turned on
and off with different strategies in order to evaluate the longitudinal ve-
locity for the different configurations. Sixteen tests have been carried out
but from them only nine are presented since the velocities in the other tests
were measured too close to the fans. Therefore for the other seven tests
the measurements weren’t reliable to be later used for the validation. The
scenarios simulated with FDS are listed in table 3.5.

The wind conditions at the portals of the tunnel have not been specified
in the experimental report therefore it is not possible consider their eventual
influence.

3.3.2 Numerical simulations

In order to simulate the whole tunnel and to reduce the computational cost
of the simulations only half of the tunnel has been simulated as proposed by
[31]. The fan is simulated as done earlier imposing the volume flow through
the fan rotor, this is assumed to be constant and independent from the op-
erating conditions. The fan is modelled without shaft since no informations
are provided about the exact geometry of the ventilation device, apart from
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TABLE 3.5: Operating conditions of the tunnel during the
experiments

Case fans 1,2 fans 3,4 fans 5,6 fans 7,8 fans 9,10 fans 11,12
+20 m +110 m +190 m +275 m +350 m +440 m

1.1 OFF OFF OFF OFF OFF ON
1.2 OFF OFF OFF OFF ON ON
1.3 OFF OFF OFF ON ON ON
2.1 ON OFF OFF OFF OFF OFF
2.2 ON ON OFF OFF OFF OFF
4.2 OFF OFF OFF ON OFF OFF
5.1 OFF ON OFF OFF OFF OFF
5.2 OFF ON OFF OFF ON OFF
6.1 OFF ON OFF ON OFF ON

the exhaust velocity and the volume flow. The tunnel is supposed to have a
constant section as discussed in [31] since no other informations were avail-
able, and no obstacles in the model are included, apart of the fans. Due to
the lack of informations about the atmospheric conditions at the portals it
is assumed that there is no wind and that the conditions are the same at
the upstream and downstream portal. The initial temperature in all cases is
fixed at 20 ◦C and the atmospheric pressure at 101325 Pa. Based on the val-
idation studies carried out in Chapter 2 the domain is extended out of the
portals in order to allow the flow to develop freely without imposing non
realistic pressure distributions. The length of the additional domain placed
downstream the fans changes depending on the case, because if the fans are
placed close to the tunnel’s exit a longer domain is required. The extended
domain at the upstream portal is 10 m long, 9 m wide and 10 m high, at the
downstream portal the domain is the same apart for the cases with jet fans
located at +440 m, where the domain is further extended 30 m instead of
10 m. Since no information about the roughness of the walls is available in
[31], this is assumed equal to 0.02 m based on a typical tunnel friction coef-
ficient, f=0.026 [102, 114]. Numerical simulations with FDS are in transient
regime while the experimental data are assumed to be in steady state con-
ditions, therefore the results of the simulations are averaged in time after
reaching the steady state condition. In order to speed up the simulation the
initial velocity is set equal to experimental value.

Before comparing the numerical simulations with the experimental re-
sults a mesh independence study has been carried out for the case 2.1. In
the tunnel the region near the fan in meshed with a fine grid, while the re-
gion far from the fan has a coarser grid. The refined region is located from
4 m to 7 m high, from 0 m to 3 m from the symmetry axis and is extended
10 m upstream and 50 m downstream the fan. Out of this refined region the
mesh is coarser and it has elements with size double than the elements in
the refined region. The elements’ size chosen in this phase allows to have
8 and 16 elements spanning the fan’s diameter as suggested in [109], the
features of the two meshes are listed in table 3.6.

The simulations are compared for steady state conditions and pressures
and velocities are used for the comparison. Comparing the velocity along
the fan axis it is clear that the decays of the velocity obtained with the two
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TABLE 3.6: Mesh data

Mesh El. size jet-zone [m] (x,y,z) N. El. (case 2.1)
Mesh 1 0.200 × 0.150 × 0.150 192630
Mesh 2 0.100 × 0.075 × 0.075 1164430

grids are really close with a maximum difference of 1.7 m/s, figure 3.18a.
As well the comparison of the velocity profiles shows that the flow field
obtained with the two grids are really similar, 3.18b. The maximum error
on the velocity peak is equal to 2.0 m/s and occurs at x/dfan equal to 20.
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FIGURE 3.18: Comparison of the velocities obtained with
mesh 1 and mesh 2

The comparison of the velocities shows a good agreement between the
two grids, however the pressure rise induced by the fans must also be sim-
ilar between the two meshes. The pressure is evaluated along the tunnel
on the vertical plane crossing the jet fan, the pressure is averaged along
the height of the tunnel in order to draw an average pressure profile, fig-
ure 3.19a. The pressure increases downstream the fan, the rise of pressure
doesn’t occur immediately after the fan but it is gradual as seen also in the
previous validation, section 3.2. The pressure later decreases due to the fric-
tion losses with the walls and due to the losses induced by the fans that are
turned off. The pressure profiles along the tunnel’s height are compared at
the inlet and outlet of the fan, figure 3.19b. The profiles show some discrep-
ancies among them at the inlet region, where mesh 2 has higher depression
than mesh 1. The maximum difference between the grids is about 150 Pa,
but the difference between the average values is about 76 Pa. The difference
in the pressures leads to different thrust calculated in FDS but this effect is
secondary because the flow field obtained with different grids are generally
in good agreement between them. The average velocity induced by the fans
in the tunnel is 4.668 m/s for mesh 1 and 4.6838 m/s for mesh 2, the relative
difference between the results obtained with different grids is -0.33%.

The comparison of mesh 1 and mesh 2 for the case 2.1 shows that it
is possible to use a coarse mesh instead of a refined one to simulate the
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FIGURE 3.19: Comparison of the pressures obtained with
mesh 1 and mesh 2

ventilation scenarios in tunnel.
The average velocities obtained with FDS are presented in table 3.7 and

in the figure 3.20. In table 3.7 apart of the results obtained with FDS also
the results obtained with Fluent are presented and the relative error for the
different ventilation scenarios. The comparison shows that for different fan
configurations the velocity predicted by FDS is quite close to the experi-
mental value, as well the agreement is always better in FDS than in Fluent,
apart of the case 6.1. The maximum error between FDS and the measure-
ments occurs in case 2.1 when the velocity is overpredicted about 1.2 m/s,
however the result is close to the Fluent simulation. Therefore the discrep-
ancy with the experimental result can be consequence of different boundary
conditions, for example different wind velocity at the portals.

TABLE 3.7: Comparison of the numerical results with the
experimental measurements

Case Vel.Exp. velFDS Err.FDS % Vel.fluent Err.fluent %
1.1 1.94 1.39 -28.4 1.14 -41.2
1.2 4.16 4.10 -1.40 4.28 2.9
1.3 5.00 5.28 5.6 5.77 15.4
2.1 2.7 3.89 44.1 3.90 44.4
2.2 5.27 5.18 -1.7 5.66 7.4
4.2 3.33 3.74 12.3 3.83 15.0
5.1 3.33 3.85 15.6 4.06 21.9
5.2 5.83 5.29 -9.3 5.20 -10.8
6.1 6.1 5.53 -9.34 6.25 2.45

The comparison of the velocities in different ventilation conditions gives
an overall idea of the capability of FDS to simulate longitudinal ventilation
scenarios in tunnels. To better understand the flow field inside the tunnel,
the pressure field and the velocity field induced by the jet fans are further
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investigated. The different ventilation scenarios are grouped together bas-
ing on the fans’ locations. Cases 1.1, 1.2, 1.3 and 6.1 are presented together
because the jet fans placed at 440 m are activated, the other cases are pre-
sented together because these fans are turned off.
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FIGURE 3.21: Comparison flow field for the cases 1.1, 1.2,
1.3 and 6.1

As seen in the mesh independence study and in the previous section the
fans induce a pressure rise which is not confined only to the fan section but
it is extended also downstream. The pressure rise depicts the capability of
the fan to generate longitudinal force and induce a longitudinal flow. In
case the active jet fans are located near the outlet of the tunnel the average
velocities are lower compared to the other cases with the same number of
fans. For the cases 1.1, 1.2, 1.3 and 6.1 the active fans are located near the
tunnel’s exit the pressure partially rises inside the tunnel but the pressure
profiles doesn’t reach a plateau downstream the jet, figure 3.21. This means
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that the jet fan doesn’t transfer the whole thrust from the high speed jet to
the main flow, but part of the force is dissipated out of the tunnel. If the
pressure doesn’t rise to the plateau value the pressure difference and the
longitudinal force applied to the tunnel are lower than expected.

This effect is usually ignored in more simplified models where the jet
fan is assumed to rise the pressure as a concentrated force on the cross sec-
tion where the fan is located. The cases 1.2 and 1.3 have jet fans activated
in the second half of the tunnel and not only near the exit, but the pressure
inside the tunnel doesn’t rise to a plateau. In cases 1.2 and 1.3 the velocity
is not fully decayed before entering into the next fan, figure 3.21b.
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FIGURE 3.22: Comparison flow field for the cases 2.1, 2.2,
4.2, 5.1 and 5.2

Evaluating the results coming also from the remaining tests it is evident
that the longitudinal position of the jet fans plays a key role, figure 3.22. For
these ventilation scenarios the pressure plateau is inside the tunnel, figure
3.22a, and this occurs after the velocity along the jet fan axis decays to the
average value, figure 3.22b. The jet fans in the tunnel should be placed at a
distance from the exit portal and from the next fan greater than the decay
length of the jet velocity. If the fans have a shorter distance from the tunnel’s
exit then the jet is not fully mixed with the main flow and the pressure
doesn’t reach its maximum value. If the pressure rise is interrupted before
the maximum, at the portals of the tunnel a lower pressure difference is
applied so a lower velocity is induced along the tunnel.

In figures 3.21a 3.22a the pressure rises to a peak but after the plateau
it decreases. The pressure is dissipated along tunnel by the pressure losses,
localized and distributed. The distributed pressure losses are caused by the
friction losses at the tunnel’s walls. These losses are function of the rough-
ness of the walls and of the velocity, that’s why different ventilation sce-
narios have different slopes in the pressure profiles, since the longitudinal
velocity change according to the fan configuration. Local pressure losses
should be also included in the model, obstacles in the tunnel affect the flow
field and generate additional pressure losses. Jet fans turned off, vehicles
and every other obstacle should be taken into account in the model in order
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to not underestimate the pressure losses. The portals should be modelled
with additional zones which allow to simulate the flow near the portals in-
stead of imposing the boundary conditions at the ends of tunnel. At the
inlet portal the flow accelerates passing from a larger section to a smaller
one, while on the exit portal the flow decelerates due to the section expan-
sion. If the boundary conditions are placed at the portals’ sections the flow
contraction and expansion are neglected and the air flows normal to the
portals’ cross section.

The previous validation shows that FDS is capable to simulate correctly
the average velocities inside a short tunnel which is ventilated with differ-
ent jet fan configurations. The velocity in the tunnel is the result of a balance
between the forces induced by the fan and the pressure losses along the tun-
nel. In order to highlight the effect of the distributed pressure losses, the
tunnel has been simulated considering the walls of the tunnel as smooth.
This approximation doesn’t implies that the walls are free slip, but that the
roughness of the walls is 0.0 m. A graph similar to figure 3.20 is presented in
figure 3.23 in order to highlight the effect of the distributed pressure losses
along the tunnel.
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FIGURE 3.23: Evaluation of the influence of the roughness
on the tunnel’s longitudinal velocity

As expected the velocities in case of smooth walls are higher in every
condition and this leads to an overestimation of the longitudinal velocity
and of the safety level. The percentage error are also reported in the figure
3.23 with a minimum error about 5% and a maximum error about 21% de-
pending on the fan configuration. The estimation of the pressure losses in
tunnels is a critical aspect of the modelling because not only rough walls
induces pressure losses, but every geometry change induce some further
losses. These detailed informations about the tunnel’s shape are not known
at the design stage and the friction coefficient of the tunnel should be esti-
mated with in-site measurements.



3.4. Tunnel with fire: Memorial tunnel test 89

3.4 Tunnel with fire: Memorial tunnel test

In the section 3.3 jet fans in a short tunnel have been simulated in cold
flow and the results have been compared with experimental measurements
showing a good agreement among them. However no comparison has been
done in case of fire, where the smoke is confined by the longitudinal flow
induced by the jets. Smoke confinement by means of longitudinal ventila-
tion has been widely investigated with small scale experiments and several
CFD simulations have been performed by different authors [21, 115–120].
In these simulations the ventilation system is usually simulated as a con-
stant source of fresh air with an imposed velocity. This has been done to
reproduce the experiment where the fresh air is supplied by a fan at the
tunnel’s portal or to avoid the simulation of jet fans. In real tunnels the ve-
locity at the portals in not imposed, but it is the results of a force balance,
the fans are enforcing the air to flow along the tunnel with a pressure rise.
The local and distributed pressure losses reduce the pressure difference be-
tween the portals and the longitudinal velocity, wind and atmospheric con-
ditions at the portals reduce or enhance the flow depending on the specific
conditions. The fire induces an additional pressure loss better known as
throttling effect, which is proportional to the HRR [8, 30, 31]. To assess
the capability of the ventilation system to confine the smoke, the longitu-
dinal velocity shouldn’t be imposed as boundary condition, but it should
be the result of the calculation. Including the jet fan in the simulation, the
complexity of the calculation and the uncertainties on the operative condi-
tions of the tunnel increase. To assess the reliability of a CFD simulations
where both fire and ventilation are simulated the numerical results should
be compared with experimental results.

For the comparison, few experiment in full scale are available and these
should list all the necessary informations about the ventilation system and
fire scenario. Some large scale test have been presented in section 1.1 and
due to the large amount of measured quantities during the fire test and
thanks to the extensive report available, [8], the Memorial tunnel is chosen
for the validation of the jet fans model in case of fire.
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FIGURE 3.24: Schematic drawing of the fan and fire loca-
tions in the Memorial tunnel

3.4.1 Description of the experiment

The memorial tunnel test has been already introduced in section 1.1.2, now
the features that are necessary to perform the simulation are presented in
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detail. The tunnel has a straight geometry with length equal to 853.7 m
and a slope of 3.2% from north to south portal. The geometry of the cross
section is constant along the tunnel except for the portals where a section
reduction is necessary to allocate the fans. The tunnel has a rounded ceiling
with radius equal to 4.38 m and a rectangular geometry for the lower part
of tunnel. The width of the tunnel is 8.76 m and the height 7.86 m in the
tunnel’s main body while at the portals the height is reduced to 4.33 m, the
two sections of the tunnel are presented in figure 3.25.
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FIGURE 3.25: Cross sections of the memorial tunnel in the
main body and at the portals

The tunnel is equipped with 15 jet fans which are hanged beneath the
ceiling and oriented from the north portal to the south portal, against the
natural flow of smoke. From the experimental report the jet fans are capable
to discharge a volume flow of 42.95 m3/s with a velocity of 34.19 m/s, the
fan’s inside diameter is 1.37 m. The fans are grouped five in batteries of
three hanged at different longitudinal positions, the batteries’ locations are
summarized in table 3.8.

TABLE 3.8: Position of the jet fans’ batteries

Fan id xbatt.
Batt. 1 1; 2; 3 95 m
Batt. 2 4; 5; 6 190 m
Batt. 3 7; 8; 9 285 m
Batt. 4 10; 11; 12 379 m
Batt. 5 13; 14; 15 474 m

The jet fans are turned on during the test at different times and only few
of them are activated in order to evaluate different ventilation strategies.

Inside the tunnel pans filled with oil are located downstream the fans
and they are filled with No. 2 fuel oil. In order to test different pool fires
four pans are located in the tunnel at 615 m from the north portal, the pans
are designed in order to provide different HRR: 10 MW, 20 MW, 30 MW,
and 50 MW. Combining together the different pans it is possible to obtain
fire scenarios up to 100 MW. The HRR is measured controlling the level of
the fuel in the pan and refilling the pan in order to maintain a controlled
level.

Tunnels’ walls in the fire area are coated with a protecting layer of ce-
mented vermiculite which insulate the tunnel and protect the structure. A
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layer of 0.150 m is sprayed on the walls and a layer of 0.100 m on the floor.
At the portal the atmospheric conditions are known in terms of temper-
ature which is about 5 degrees, but no informations are available on the
wind conditions and on pressure differences between the portals. Only the
velocity is measured on the tunnel’s cross section in order to evaluate the
flow along the tunnel.

In the tunnel several measurements have been carried out, velocity, vis-
ibility, temperature and CO concentration. These have been measured at
different locations providing a spatial distribution at different moments of
the experiment. The location of the measurement devices is extensively de-
scribed in the experimental report [8].

3.4.2 Numerical simulations

For the validation of the Memorial tunnel test numerical simulations with
FDS have been carried out. The numerical model combines together the
simulations of jet fans previously seen in sections 3.2 and 3.3 and the early
validation of fire scenarios, chapter 2. The test 608 has been chosen for the
validation and hereafter the boundary conditions of the case are presented.
In this test only one pool fire is ignited to provide a nominal power of 20
MW, the real HRR has been measured in the experiment and it is used as
boundary condition of the simulation, figure 3.26. The HRR of the pool fire
is constant during the first part of the test, when the ventilation is turned off
the HRR is about 7.5 MW, while when the jet fans are activated it rises with
a maximum of 18 MW, figure 3.26. The experiment lasted about 36 minutes
(2200 s), but for the validation only 600 s are considered since the fire is
initially naturally ventilated and later longitudinally ventilated. During the
simulation one experimental point is ignored after about 140 s, when the
HRR drops to 0.0 MW. This is considered not realistic because the fire would
extinguish and reignite by itself rising up to 18 MW.
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FIGURE 3.26: HRR measured during the test 608

The fuel used for the simulation is selected according to the experi-
ment [8] in order to correctly reproduce the combustion of No. 2 fuel oil.
Kerosene is chosen as fuel, with specific heat of combustion equal to 44.1
MJ/kg−1, soot yield equal to 0.042 and CO yield equal to 0.012 according
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to [78]. The jet fans are simulated based on the jet fan model previously
presented, in the test 608, three jet fans are activated after 120 s of fire: fans
8, 11 and 14. These fans are placed along the tunnel’s centreline therefore it
is not possible to consider the tunnel as symmetrical because both the fans
and the fire would be cut.

The walls are modelled as conductive surfaces in order to take into ac-
count the heat losses, two layers are included in order to consider the ver-
miculite coating and the concrete according to the information provided in
[8]. The thermal properties used for the simulation are presented in table
3.9.

TABLE 3.9: Materials’ properties

Material ρ [kg/m3] Cp [kJ/kg/K] kth [W/m/K] δ [m]
Vermiculite 500 1.2 0.065 0.15 (walls)

0.10 (floor)
Concrete 2100 1.4 1.2 2.5 m

The roughness of the walls is set equal to 0.025 m according to [102, 114].
The obstructions in the tunnel like cameras, measuring stations, jet fans
not activated, pool fires not ignited are explicitly included in the model.
The conditions at the portals are set according to the informations provided
in the experiment, the temperature is equal to 5 ◦C, the pressure is set at
the atmospheric value 101325 and no wind is included. The flow field is
extended out of the portals with an additional domain which is 10 m long
17.6 m wide and 10.4 m high. In order to include the slope of the tunnel the
gravity vector is tilted of 1.83◦, slope 3.2%.

Due to the large uncertainties about the experiment and about the nu-
merical set up few sensitivity analysis are presented hereafter before pre-
senting the results of the validation. First, a mesh independence study is
performed in with particular attention to the fire region. The comparison is
limited only to the region near the fire since the refinement of the whole do-
main would require a too large computational power. Moreover the mesh
independence study for the jet fan region has been already performed in
the sections 3.3 and 3.2. For the mesh independence study only the last
portion of the tunnel is simulated from 72 m upstream the fire to the ex-
haust portal. With this model the jet fans are not included in the simulation
but a constant velocity 3.5 m/s is imposed upstream the fire. Three grids
are compared in order to assess the correct size able to simulate the fire re-
gion, the features of the grids are presented in table 3.10. The mesh of the
fire region is extended from -15.0 m upstream the fire to 25.0 m downstream
the fire the remaining region is meshed with larger elements.

TABLE 3.10: Mesh features for the mesh independence as-
sessment

Mesh Fire zone [m] (x,y,z) Far zone [m] (x,y,z) N. El.
Mesh 1 0.267 × 0.275 × 0.260 m 0.533 × 0.550 × 0.520 228400
Mesh 2 0.167 × 0.1833 × 0.1625 m 0.333 × 0.367 × 0.3325 961152
Mesh 3 0.133 × 0.1375 × 0.130 m 0.267 × 0.275 × 0.260 m 1999360
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The fire is similar to the one studied later in the validation, but in order
to speed up the calculation and to study the effect of the mesh in steady
state conditions a constant HRR of 15 MW is imposed as boundary condi-
tion. Since FDS performs only transient calculations, 300 s are simulated
with the three grids, the results are averaged in time from 100 to 300 after
the simulation reaches the steady state condition, so the results can be com-
pared among them. These simulations are not really steady state since the
walls heat up much slower than the gas but this effect is neglected since
much longer simulations are needed to have steady state conduction in the
heated walls. The temperature and the velocity profiles are presented in
figure 3.27 at two position downstream the fire, after 10 and 20 m.
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FIGURE 3.27: Mesh independence study

The temperature profiles are closer for mesh 2 and 3 while for mesh 1 the
agreement is poorer, the maximum errors are respectively 40 ◦C and 100 ◦C.
Comparing the results obtained at the different position it is clear that the
agreement improves moving far from the fire, the reaction zone as seen in
previous analysis is always one of the most critical region to simulate and a
fine mesh is usually required. Velocities show a smaller difference between
mesh 2 and 3 than between mesh 1 and 3, with maximum errors respec-
tively equal to 0.5 m/s and 1.0 m/s. The temperature distributions near the
fire are presented for steady state conditions in figure 3.28 for the three dif-
ferent grids. The comparison of the plume region shows some small differ-
ences between grid 2 and 3, while the differences are larger between grids
1 and 3. The comparison among the simulations suggests that the meshes
2 and 3 are independent from the grid resolution. However mesh 2 cannot
be chosen because it is not aligned with the mesh of the jet fans, therefore
the mesh 3 is chosen.

Near the jet fans a refined mesh is used as well, the element’s size is
chosen in order to discretize the fan with 10 elements along the diameter.
The refined region has a square section, with edge of 3.12 m, centred on the
fan which is extended 5.0 m upstream and 35.0 downstream. This meshing
strategy is based on the previous validations and it is considered reliable so
has been excluded from the mesh independence study. The zones far from
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FIGURE 3.28: Comparison of results obtained from three
different meshes

the fire and from the jet fans have a coarser mesh, the size of the element is
doubled in order to reduce the computational power required and speed up
the calculation. The features of the mesh that is later used for the simulation
are listed in table 3.11.

TABLE 3.11: Mesh features

Mesh El. size jet-zone [m] (x,y,z) El. size fire [m] (x,y,z) N. El.
Mesh 1 0.200 × 0.1375 × 0.130 0.125 × 0.1375 × 0.30 1199200
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FIGURE 3.29: Comparison of the temperatures for different
HRR

After assessing the correct mesh size that should be used to simulate
the fire another verification is done. During the experiment the HRR shows
high fluctuations and its value is always lower than the nominal one. There-
fore starting from the nominal power of 20 MW two other similar cases
are simulated with a fire of 16 MW and a fire of 24 MW which are respec-
tively 20% lower and higher than the nominal fire power. The comparison



3.4. Tunnel with fire: Memorial tunnel test 95

aims to evaluate the sensitivity of the simulation from the HRR. In this sec-
ond preliminary verification the jet fan are included in the model and the
whole tunnel is simulated using mesh 1. For sake of brevity only 300 s are
simulated, the fire is simulated with a constant HRR equal to the nominal
power and the jet fans are turned on at the beginning of the simulation. The
temperatures obtained with different fire powers are compared at different
moments of the simulations in order to evaluate the smoke movement in
the tunnel. The temperature is averaged along the tunnel’s height and pre-
sented as function of the position along the tunnel’s length. The tempera-
ture are presented after 150 s and 300 s in figure 3.29.

Increasing the power of the fire, the temperatures rise and the smoke
can flow longer upstream the fire. After 150 s the temperatures obtained
with 24 MW and 16 MW upstream the fire are 15 ◦C higher and lower than
the reference case, 20 MW. While downstream the difference is greater, re-
spectively about 30 ◦C higher and lower than the reference case. After 300
s the differences increase further and upstream the fire the temperatures
obtained with 24 MW and 16 MW are respectively 60 ◦C higher and 30 ◦C
lower than the reference case. Downstream the fire the temperatures are
respectively 30 ◦C higher and lower than the reference case.
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FIGURE 3.30: Iso-temperature point traveling upstream the
tunnel

The position of the smoke layer can be quantified monitoring the tem-
perature along the tunnel beneath the ceiling, two different temperature
levels have been monitored during the fire, 25 ◦C and 100 ◦C. The smoke
travelling upstream the fire heats up the air and different fires have differ-
ent backlayering lengths. From the figure 3.30 it is clear that higher HRR
induces a longer backlayering length and the smoke flows faster against the
ventilation flow. From figure 3.30a the temperature 25 ◦C is monitored and
the difference between the curves increases in time. In particular for the
stronger fire, 24 MW, the smoke travels upstream the fire in the last part of
the simulation, while in the other to cases the smoke remains confined since
the distance remains almost constant. Using the target temperature of 100
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◦C, figure 3.30a, the curves show a closer trend and the constant tempera-
ture point travels upstream the fire slower than the previous curves evalu-
ated at 25 ◦C, figure 3.30a. The smoke backlayering length increases in time
also in this case and the difference between the fires is always lower that 50
m. The present comparison shows that the HRR is a fundamental param-
eter for the simulation and the measured HRR curve is necessary for the
correct simulation of the fire scenario. Using the nominal fire power, in this
case 20 MW, there could be an overestimation of the backlayering length of
several meters. Comparing the volume flows measured at the north por-
tal after 300 s it is possible to estimate the influence of the fire through the
throttling effect. For the nominal fire power 20 MW the volume flow is 88.9
m3/s for the smaller fire 16 MW the volume flow is 136.5 m3/s (+53.5%)
and for the larger fire 24 MW the volume flow is 21.7 m3/s (-75.6%). The
volume flow is strongly affected by the HRR and the error of 20% on the
fire power doubles the error in the volume flow. The comparison of tem-
peratures volume flows and smoke movement show that small errors in the
HRR induce large errors in the ventilation scenario and that the measured
HRR is a fundamental boundary condition for the simulation.
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FIGURE 3.31: Temperature field after 50 s

After the preliminary investigations which allow to evaluate the correct
mesh size and the importance of using the correct HRR curve, the fire test
608 is simulated. First the temperature distributions along the tunnel are
presented at different time steps. The experimental temperature field is ob-
tained from the measurements at different stations along the tunnel on the
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vertical middle plane. The positions of thermocouples used for the sam-
pling are plotted in the temperature maps in order to provide an idea of the
location of the measurement. The temperature measured after 50 s inside
the tunnel are compared with the simulation in figure 3.31. At this moment
the jet fans are still turned off and the fire is naturally ventilated, the spread
of smoke in this case is faster in the experiment compared to the FDS sim-
ulation. In the experiment the smoke flows towards the north portal up to
-256 m from the fire, while in the simulation just up to -114 m, referring
to the iso-line at 25 ◦C. The reason of the discrepancy can be related to the
atmospheric conditions, in FDS there is no wind at the portals while at the
beginning of the experiment there is a longitudinal velocity from the south
portal to the north portal, which enhance the flow of smoke upstream the
fire.
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FIGURE 3.32: Temperature contour after 110 s

The temperature in the tunnel are presented also after 110 s just before
the jet fans’ activation. At this moment the smoke should reach its maxi-
mum distance towards the north portal, because after the jet fans’ activa-
tion the smoke starts to be confined. The temperature profiles also in this
case show some discrepancies in the prediction of the backlayering lenght
inside the tunnel. The smoke in the experiment is capable to flow upstream
for a longer distance compared to the FDS simulation. In the experiment
the smoke flows towards the north portal up to -429 m from the fire, while
in the simulation just up to -245 m, referring to the iso-line at 25 ◦C.
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FIGURE 3.33: Temperature contour after 290 s

After turning on the jet fans inside the tunnel the smoke stops flowing
upstream the fire and start to be confined by the mechanical ventilation
system. The comparison is done for quasi steady state conditions after 290
s. After the jet fans are activated the smoke is pushed towards the south
portal and is confined in front of the fire. The temperatures in this case
are in good agreement between the experiment and the simulation also the
position of the smoke front is correctly predicted. Considering the smoke
front at the temperature of 25 ◦C the front in the experiment is located at
-95 m while in the simulation is closer to the fire at -36 m.

The last comparison is done after 590 s in order to evaluate the smoke
confinement after about 10 minutes of fire under longitudinal ventilation,
figure 3.34. The last comparison shows results similar to 3.33, the smoke
is confined in front of the fire and the position of the smoke front as well
as the temperature distribution obtained with FDS are in good agreement
with the experiment. In the experiment the smoke is confined at -28 m from
the fire, while in the simulation at -6 m.

The comparison of the temperatures obtained in the experiment and
simulated in FDS shows that the model is correctly estimating the smoke
confinement in case of fire when the conditions are steady. The error be-
tween the position of the smoke front is reducing during the simulation and
in the last comparison the maximum difference is about 22 m. The smoke
propagation when the ventilation is turned off is underestimated by FDS
and the backlayering length is shorter. A possible cause of the discrepancy
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FIGURE 3.34: Temperature contour after 590 s

between the model and the experiment can be the different pressure condi-
tions at the portals which induce a longitudinal flow which is not modelled
in the simulation.
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FIGURE 3.35: Comparison velocities upstream the fire
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The goal of the validation is not only the analysis of the smoke con-
finement but also the validation of the velocity field. The velocities have
been evaluated at different time steps and positions in order to assess if the
modelling of the jet fan is reliable also in case of fire. The simulation’s re-
sults are compared with the experiment at the time steps used before for the
temperature comparison. In the velocity comparison also the initial condi-
tions are plotted, after 0.0 s, showing the presence of a velocity from the
south portal to the north portal. At the portals the initial velocity is 0.98
m/s so the smoke can flow faster towards the north portal. The velocities
are compared at two sections upstream the fire, two near the fire and two
downstream the fire.
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(A) Loop 304, X=-11.3 m
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(B) Loop 305, X=12.2 m

FIGURE 3.36: Comparison velocities near the fire

The velocities upstream the fire, at Loop 209 and at Loop 207, are pre-
sented in figure 3.35. The velocities are measured near the fans in order
to depict the high speed flow downstream the fan, the Loop 209 is placed
about 36 m downstream fan 8 and the loop 207 about 35 m downstream fan
14. The results obtained with FDS in the first stages of the simulation are
smaller compared to the experiment. This is in agreement with the results
seen about smoke confinement. When the fans are turned on the velocity
and the shape of the jet obtained with FDS are similar to the experimental
measurement. The velocity peaks predicted by the simulation are higher
compared to the experiment, FDS overpredicts the velocity peak about 2.2
m/s at Loop 209 and about 4.2 m/s at Loop 207. The comparison of the
profiles shows that FDS correctly simulate the shape of the jet downstream
the fan. The velocity near the fire are compared at about 10 m from the fire
upstream, Loop 304, and downstream, Loop 305, in figure 3.36. The veloc-
ities near the fire are more uniformed compared to the profiles upstream
the fire 3.35. The velocity are generally lower but the agreement between
the experiment and the simulation is good. The velocities at this location
are close also in the initial stages of the simulation since this part of tunnel
is immediately filled with smoke. For steady conditions the maximum er-
ror between FDS and measurement is 1.3 m/s at Loop 304 and 1.2 m/s at
Loop 305. The last comparison is done for two positions downstream the
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fire where the smoke and the fresh air are mixed together, figure 3.37.
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(A) Loop 301, X=107.9 m
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(B) Loop 202, X=238.4 m

FIGURE 3.37: Comparison velocities downstream the fire

The velocity downstream the fire are in good agreement for all the time
intervals selected both at Loop 301 and at Loop 202, which is located at
the downstream portal. For steady state conditions, the maximum error at
these sections is smaller than 0.1 m/s at Loop 301 and equal to 1.2 m/s at
Loop 202. The velocities in this region are more uniform than upstream the
fire and this is consequence of the mixing of smoke and fresh air. In these
sections FDS is capable to simulate the flows induced by the natural venti-
lation, in the first two time steps, and later to simulate the flow towards the
south portal induced by the jet fans.

The comparison shows a good agreement in all the selected locations,
in particular the velocity profiles at the south portal and near the fan are in
good agreement with the experiment. The last comparison between exper-
iment and simulation is done for the volume flow, as seen in the previous
validation, in section 3.3, the average velocity along the tunnel is well pre-
dicted by FDS without fire. In case of fire the volume flow is reduced due
to the throttling effect, the effect has been investigated with numerical sim-
ulations and experiments, but a comparison of experiment and simulations
is still missing. The volume flows measured at different locations upstream
and downstream the fire are presented as function of time in figure 3.38.

The volume flow is initially negative because of the flow of smoke from
the south portal towards the north portal. The flow is driven by the atmo-
spheric conditions at the portals and by the slope of the tunnel in the first
phase. After the activation of the jet fans the air starts to flow from the
north portal to the south portal. When the fire and the ventilation reach
steady state conditions the volume flow also reaches an asymptotic value.
In FDS the results show some fluctuations of volume flow, which are not
so evident in the experiment, however as seen before the volume flow rate
is highly influence by small variation of HHR. At the north portal after 590
s FDS slightly overpredicts the volume flow rate compared to the experi-
ment, respectively 180 m3/s and 135 m3/s. The volume flows upstream
and downstream the tunnel are smaller in the experiment compared to the
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FIGURE 3.38: Volume flows upstream and downstream the
fire

simulation also in the initial phase. Therefore it is supposed that the wind,
blowing from the south portal, reduces the volume flow during the whole
simulation.

The comparison of several experiments with numerical simulation al-
lows to assess the capability of FDS to simulate longitudinal ventilation
devices both in cold flow and in case of fire. The model proposed here of
a ducted jet simulated in FDS is capable to reproduce the velocity profiles,
volume flows through the tunnel, pressure and temperatures. Moreover
comparing the results obtained in sections 3.3 and 3.4 it is clear that FDS
is capable to correctly simulate the throttling effect predicting the volume
flow both with and without fire.
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Chapter 4

Fire-Structure interaction

For the assessment and verification of the safety level of structures exposed
to fire in the literature can be found several curves which reproduce the
temperature history induced by a fire, figure 1.2a. Usually these curves are
obtained from experiments where the structure is exposed to the worst case
fire scenario, section 1.3.1. This approach allows for designing safe struc-
tures without relating the structural verification to the possible fire scenario.
For a more realistic analysis it is necessary to go beyond such approach and
provide thermal loads for the structural analysis directly related to the fire
scenario. This can be done by resorting to experimental data, which are
usually different from the case study, or resorting to numerical methods.

For the simulation of a fire several approaches are available, among
them the most accurate, and computationally expensive, is CFD. This al-
lows to solve numerically the flow field induced by the fire and to predict
the thermal loads acting on the structure. These can be later used combined
with the mechanical loads’ distribution for the structural verification.

Initial attempts to perform coupled analysis with CFD and FEM for steel
structures have been done by Zhang [121] and Silva [122–124] transferring
the results obtained from the CFD simulation in a pure thermo-mechanical
solver. Potentially, this approach can be used also for concrete structures,
but it is necessary to consider more sophisticated models to describe the be-
haviour of the material [35, 41, 42] taking into account heat and mass trans-
fer. For the simulation of concrete at high temperature the research code,
Comes-HTC, developed at the University of Padua by Gawin, Pesavento
and Schrefler [35, 42, 47–49] has been chosen because it allows to model
concrete as partially saturated deformable porous material. The model has
already been described in section 1.3.3, where the main equations of the
model have been presented.

Two initial attempts to perform a structural analysis starting from a real
fire scenario have been done in [125, 126], but through an uncoupled anal-
ysis in the first case and without taking into account the radiation and the
mass exchange with the environment in the second work. Due to the lacks
of the fire modelling in the previous approaches, it is necessary to develop,
a new tool able to consider all the most relevant phenomena involved. In
particular, for the structural analysis a set of boundary conditions is im-
posed for heat and mass transfer starting from the CFD simulation.

4.1 Coupling FDS with Comes-HTC

In this section a coupled approach is presented for the analysis of concrete
structures at high temperatures. Fluid and structural simulations can be
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coupled together with two strategies: one way coupling (i.e. weak cou-
pling) and two way coupling (i.e. strong coupling).

With a one way approach the results from the fluid dynamic simulation
are transferred to the structural calculation as new boundary conditions.
But the results obtained with the structural calculation are not transferred to
fluid dynamic calculation as new boundary conditions. With this approach
the calculation is not iterated and the structural analysis can be done at the
end of the fire simulation. The one way coupling neglects the influence of
different modelling of the structure on the fluid simulation.

With a two ways coupling the results of the structural simulation trans-
ferred to the fluid dynamic calculation as new boundary conditions. The
flow field is simulated again and the new results are transferred to the struc-
ture with a loop calculation, until the coupled simulation converges. This
approach is obviously more accurate than the simple one way coupling, but
it requires to iterate the calculation and to exchange the boundary condi-
tions between fluid dynamic and structural analysis several times, increas-
ing the complexity and the time of the calculation. This complex approach
can be necessary in case the results of the structural analysis strongly affect
the fluid dynamic simulation, therefore the fluid dynamic simulation need
to be updated with new boundary conditions.

To better understand the difference between one way and two way cou-
pling for thermal problems, in figure 4.1 fluid dynamic and structural anal-
ysis are linked together with the two approaches.
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FIGURE 4.1: Coupling strategies: two way coupling and
one way coupling

For fire structure interaction problems the two way coupling is required
mainly in the following cases:

• Large deformations which significantly modify the fire scenario and
the geometry of the structure around the fire.

• Complex temperature distributions in the solid which cannot be ob-
tained with the CFD code and which later affect the flow field near
the fire.

In case of concrete the displacement of the structure are usually small and
the fluid domain is not affected by the structure’s deformations, unless to
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model the collapse of the structure or massive spalling. In case of more
flexible structures, such as steel structures, the geometry can significantly
change due to the fire and the fire scenario must be changed accordingly
in order to consider the large deformations. In CFD models and in particu-
lar with FDS the heat transfer through the wall is calculated in a simplified
way. The heat transfer model is one dimensional and pure conductive, so
the heat flux can cross the wall, but not spread tangentially. This approxi-
mation can be a strong limitation in case of highly conductive bodies, but
for more insulating materials it may be acceptable.

For the coupling of FDS with the structural FEM code Comes-HTC a
one way coupling strategy has been chosen. This approximation was neces-
sary because of the numerical issues related with the interfacing of different
meshes used in the two codes, but also because of the small deformations
and good insulation of concrete structures. The two way coupling is also
discussed in section 4.5 for one specific case where the different meshes can
be directly linked together.

The CFD calculation provides a set of boundary conditions, necessary
for the FEM simulation, directly related to the specific fire scenario. Comes-
HTC involves both heat and mass transfer in a deformable medium, there-
fore it requires four boundary conditions for the problem closure.

• Pressure of air or mass flow of dry air for the mass conservation of
dry air.

• Pressure of water vapour or mass flow of water for the mass conser-
vation of water.

• Temperature or heat flux for the enthalpy balance.

• Displacement or force for momentum balance.

The pressure of the dry air is assumed to be constant on the structure’s
surface because in case of fire, excluding explosions, there are no significant
pressure fluctuations which could affect the structural calculation. In case
of fire the pressure of the gas inside the material, water and dry air, can
rise up to 1 MPa or more depending on the concrete and on the heating [38,
39] so fluctuations of few Pa in the fluid domain can be neglected in the
calculation.

The water vapour inside the fire region is depending on the humidity
of the ambient and on the process of combustion. A generic combustion
reaction can be written as:

CxHyOz + νO2O2 → νCO2CO2 + νH2OH2O + νCOCO + νSSoot (4.1)

Among the others, the combustion produces water vapour therefore the
density of water vapour in not constant on the structure’s surface. The
water is tracked in the FDS simulation and evaluated near the wall in order
to provide a map of water vapour density.

The incident heat flux induced by fire is not uniform on the structure
and it depends on the geometry and on the fire scenario. The heat fluxes
obtained with the FDS simulation draw a map in space and time which is
imposed as boundary condition to the structural analysis.

The mechanical loads, excluding explosion in case of fire, are not cal-
culated starting from the CFD simulation, since the pressure variation in



106 Chapter 4. Fire-Structure interaction

the tunnel are not significant for the structure deformation. The mechanical
loads should be defined in case of tunnels basing on the soil or rock condi-
tions near the tunnel. In case of other structures the mechanical loads are
usually calculated basing on the specific problem, but usually not related
to the fire scenario.

For the coupled analysis the boundary conditions, based on the FDS
simulation, are the heat flux on the structure and the mass flux of water
vapour. Robin type (third type) boundary conditions are imposed in order
to consider both the input coming from the CFD simulation and the output
coming from the structural analysis. For the heat flux calculation the net
heat flux between solid and fluid is calculated as:

q̇′′ = q̇′′in − q̇′′out = ε(q̇′′inc,rad − σT 4
w) + h(Tg − Tw) (4.2)

where the q̇′′inc,rad is the incident radiative heat flux, Tw is the wall’s temper-
ature Tg is the gas temperature, h is the convective heat transfer coefficient
and ε is the surface emissivity. The incoming heat flux is mainly dependent
on the flow field near the fire, while the wall temperature are depending
both on the structure and on the fluid conditions. In order to define a Robin
boundary condition the incident heat flux is calculated with FDS and the
wall temperature is calculated in Comes-HTC. The incident flux acting on
the generic point of the structure can be calculated as:

q̇′′in = εq̇′′inc,rad + h(Tg) (4.3)

The calculation of the incident flux can be obtained in a simplified way us-
ing the concept of Adiabatic Surface Temperature, AST, proposed by Wick-
ström in [127]. This quantity is one of the output of FDS and it can be
calculated based on the equation:

εq̇′′inc,rad + h(Tg) = εσT 4
AST + hTAST (4.4)

The incident heat flux and the convective heat transfer coefficients h are cal-
culated in FDS simulations and they are imposed with a Robin type bound-
ary condition as in equation 4.2.

For the water vapour mass transfer a similar approach is proposed in
order to impose a mass transfer distribution which is not uniform on the
surface. A Robin type boundary condition is implemented and the mass
flux of water on the surface of the concrete can be written as:

ṁH2O = β(ρH2O,g − ρH2O,w) (4.5)

where β is the mass transfer coefficient, ρH2O,g ρH2O,w are the water vapour
densities in the gas near the surface and on the surface of the structure.
The water vapour density near the surface is evaluated with FDS, while the
water vapour density on the wall is calculated in Comes-HTC. Once the
incoming heat flux, the convective heat transfer coefficient and the water
vapour densities are evaluated on the elements of FDS these quantities need
to be transferred to the structural calculation.

The coupled approach has been applied to different structures exposed
to fire. Concrete slab exposed to fire is studied in order to understand the
effect of different fire scenarios on the response of the structure, figure 4.2a,
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while tunnel vault is studied in order to evaluate the response of the struc-
ture in case of a rail coach on fire, figure 4.2b.

(A) Concrete slab (B) Tunnel

FIGURE 4.2: Structures exposed to fire studied with the cou-
pled approach

The geometry of the structure is important for the coupling due to the
different meshing strategies in FDS and Comes-HTC. Rectangular geome-
tries are correctly represented in FDS and Comes-HTC, like a slab, while
FDS is not capable to draw rounded surfaces, like tunnels.

4.1.1 Mesh interfacing

The main issue encountered in the coupling of FDS with Comes-HTC is the
interfacing of different grid strategies. In FDS the Cartesian mesh doesn’t
allow to draw rounded surfaces, but these are approximated with several
square elements, figure 4.3. Therefore the orientations of the square ele-
ments in the FDS model are different from the orientations of the elements
in Comes-HTC, as well the areas of the structure exposed to the fire are dif-
ferent. In case of a rounded surface, such as a tunnel vault, in FDS the area
exposed to fire is equal to the area of the rectangle circumscribed around. In
a circular tunnel with exposed surface of 2π×R the corresponding exposed
surface in FDS is 8×R. The coupling procedure is designed to transfer the
integral incident flux calculated in FDS to the structure, without creating
sinks or sources of energy. Because of the geometric approximations the
specific heat fluxes might show some discrepancies between the programs.

The coupling between the FDS and Comes-HTC is done for two dimen-
sional geometries, the boundary conditions are transferred from CFD to
FEM only along one tiny line of elements, figure 4.3. The two dimensional
approach for the simulation of concrete structure, such tunnels, has been
already proposed in previous works [125, 128] therefore it has been consid-
ered reliable.

The problem of interfacing FDS with a FEM code has been already tack-
led by different authors Paajanen et al. in [129] and by Silva in [122, 123].
These authors combined together the AST obtained in FDS and the result-
ing value was later used in the FEM simulation. In this work a slightly
different approach is chosen since Comes-HTC requires heat fluxes rather
than temperatures as boundary condition. The incident heat fluxes are first



108 Chapter 4. Fire-Structure interaction

calculated for every solid cell in FDS based on the equations 4.4 4.3.

q̇′′in = εq̇′′inc,rad + h(Tg) = εσT 4
AST + hTAST (4.6)

In order to evaluate the incoming heat flux q̇′′in the AST and the convective
heat transfer coefficient h are exported from FDS. Once the incoming heat
fluxes draw a spatial map which is function of position and time these can
be combined together in order to define the boundary condition for the
FEM calculation.

The idea behind the coupling strategy is to transfer the whole energy
produced in FDS to the structure and to generate the smallest error in the
flux distribution. Given a generic node of Comes-HTC on the surface the
incoming heat flux must be calculated using the heat fluxes of the nodes
that are close to this. The elements of FDS are selected based on their po-
sition and on their orientation. The idea is to combine together elements
which are close to the target node and to build an artificial element whose
orientation is similar to the orientation of the target node.

α=0.00° 

α=26.57° 

α=45.00° 

1

1

2 3

1

2

Comes-HTC

FDS

Artificial 
element

FIGURE 4.3: Mesh interfacing approach proposed for the
coupling of FDS and Comes-HTC

As seen in figure 4.3 the node of Comes-HTC is linked to an artificial
element which has a similar orientation and which is made by three other
elements differently oriented. The incoming heat flux on the Comes-HTC
node q̇′′in,art,Comes−HTC is equal to incoming heat flux on the corresponding
artificial element q̇′′in,art,FDS . The coupling allows to create an artificial ele-
ment which is made by other FDS elements. The heat flux crossing the face
of the artificial element is equal the sum of the fluxes of the single elements.
The specific heat flux evaluated on the artificial element built in FDS can be
calculated with an energy balance equation:

q̇′′in,artAart =
1

nsel

nsel∑
el=1

(
q̇′′in,elAel

)
(4.7)

where the Aart is the area of the artificial element, Ael is the area of the ele-
ment in FDS q̇′′in,art is the resulting heat flux on the artificial element while
q̇′′in,el is the heat flux on the FDS element.
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Given a generally oriented node in Comes-HTC several elements have
to be combined together in order to rebuild an artificial element whose
orientation is the same of the target node. The large number of elements
might require to consider elements far from the target point and this pre-
cludes from having a local information, unless many small elements are
used. Therefore the orientation of the nodes in Comes-HTC needs to be
approximated to some reference values. The angle selected for the orienta-
tion’s approximation in Comes-HTC are reported in the table 4.1

TABLE 4.1: Angles used for the approximation of the orien-
tation of the nodes in Comes-HTC

Angle (α) 0.00 ◦ 26.57 ◦ 45.00 ◦ 63.43 ◦ 90.00 ◦

Min. El. 1 3 2 3 2
Tan(α) 0.0 0.5 1.0 2.0 ∞

These angles are selected because they allow to use few elements in FDS
to rebuild an artificial element with the selected orientation. The maximum
number of elements required to rebuild the target orientation is three and
this allows to keep a local information about the heat flux distribution.

In order to show how the angles selected can be rebuilt with the FDS
elements we consider a mesh in FDS with cubic elements, or at least with
square elements on the cross section that is later coupled with Comes-HTC.
If the elements are square these, combined together, draw an artificial ele-
ment with a specified orientation, the heat fluxes that pass though the el-
ements selected are summed together and passed to the artificial element.
Equation 4.7 can be simplified if the areas of the FDS elements and of the
artificial one are in constant ratio among them.

q̇′′in,art =
1

Aart

nsel∑
el=1

(
q̇′′in,elAel

)
(4.8)

The equation 4.8 has also another meaning, the heat flux obtained on the ar-
tificial element is the sum of the projections of the heat fluxes on the single
elements along the direction normal to the artificial element. This second
interpretation of the equation 4.8 is later verified for some selected cases.
For the different angles the equation 4.8 is simplified basing on the assump-
tions of square elements in FDS. Starting from the easiest case α equal to
0.00 ◦ and considering one FDS element the formula becomes:

q̇′′in,art = q̇′′in,1 = q̇′′in,elcos(0.00◦) (4.9)

As expected the heat flux on the artificial node is corresponding to the heat
flux on the element. The same is obtained for α equal to 90.00 ◦, therefore
the case is not repeated. In case the element has an angle α equal to 26.57 ◦

three elements have to be selected to rebuild the geometry.

q̇′′in,art =
1√
5

(
q̇′′in,1 + q̇′′in,2 + q̇′′in,3

)
= q̇′′in,1sin(26.57◦)+

(q̇′′in,2 + q̇′′in,3)

2
cos(26.57◦)

(4.10)
The area of the artificial element is different from the sum of the areas of
the single element, this is consequence of the non corresponding elements,
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figure 4.3. The resulting heat flux obtained here is the sum of the projec-
tions of the heat fluxes along the normal direction to the artificial element.
The same approach can be used for the angle α equal to 63.43 ◦ since two
elements with the same orientation and one normal to them are selected. In
case the element has an angle α equal to 45.00 ◦ two elements are selected
to compose the artificial element.

q̇′′in,art =
1√
2

(
q̇′′in,1 + q̇′′in,2

)
= q̇′′in,1sin(45.00◦) + q̇′′in,2cos(45.00◦) (4.11)

Also in this case the sum of the area of the single elements is not equal
to the area of the artificial element and this induce an higher specific heat
flux on the artificial element. The combination of fluxes done in this way
is different than a simple arithmetic average and this is done in order to
transfer the integral incoming flux on the element in FDS also in the node
of Comes-HTC. Using an arithmetic average to calculate the incident heat
flux:

q̇′′in,artAart = Aart

nsel∑
el=1

(
q̇′′in,el

)
6=

nsel∑
el=1

(
q̇′′in,elAel

)
(4.12)

Once the incoming heat flux q̇′′in,art is evaluated for the specific element this
has the correct orientation, which is similar to the original orientation of the
Comes-HTC node. The incoming heat flux can be associated to the node of
Comes-HTC and later used as boundary condition for the structural calcu-
lation. The specific heat flux is imposed instead of the integral flux because
the node of Comes-HTC and the artificial elements don’t have the same
area.

q̇′′in,Comes−HTC = q̇′′in,Art (4.13)

In case the FDS elements are smaller than the area associated with the
Comes-HTC node, more elements should be selected in order to not neglect
their contribution to the node. Usually the elements selected in FDS are
those within a certain distance from the target node. The reference distance
used to select the elements of FDS is equal to half of the distance between
the target node and the one next to it. Therefore if more elements are se-
lected, the procedure of fluxes combination needs to be repeated on for all
the elements within the reference distance. In figure 4.4 three examples are
shown for the element selection. Considering in blue the node of Comes-
HTC and in red the elements of FDS selected, in the first case there are only
elements within the reference distance. In the others more elements are se-
lected in order to take into account all the contributions of the heat fluxes.
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FIGURE 4.4: Element selection in case of small FDS ele-
ments

This approach has been used for the incident heat flux, but this is not the
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only quantity exchanged between FDS and Comes-HTC, also the convec-
tive heat transfer coefficient and the density of water vapour are transferred
as new boundary conditions. The heat transfer coefficient is calculated in
FDS using equation 2.14 and it is function of the local temperature and of
the local Reynolds number. Since the convective heat transfer coefficient is
a scalar value it shouldn’t be treated as the heat flux, vector, and the coef-
ficient on the artificial element can be calculated with a simple arithmetic
average:

hart =
1

nsel

nsel∑
el=1

(hel) (4.14)

There is obviously an error in the calculation of the average due to the dif-
ferent gas temperatures and different velocities, but this approximation is
acceptable because the convective heat transfer has a small contribution in
the high temperature problems. In the calculation of the net heat flux, equa-
tion 4.2, the convective heat transfer coefficient obtained with FDS is only
used to evaluate the outcoming convective heat flux. Moreover velocities
and gas temperatures in cells close to each other are usually similar, while
the incident heat fluxes can be really different due to the contribution of the
radiation. Elements with different orientations and view factors can have
different incoming heat fluxes, even if they are next to each other.

The same approach proposed for the convective heat transfer coefficient
is used for the water vapour density calculation. The water vapour density
on the artificial element is evaluated with an arithmetic average of the val-
ues close to it. This is possible because from FDS there is no mass transfer
through the walls so it is not possible to make a mass balance as done for
the heat flux.

ρH2O,g,art =
1

nsel

nsel∑
el=1

(ρH2O,g,el) (4.15)

The last result transferred from FDS to Comes-HTC is the mass transfer
coefficient β. This is calculated basing on the convective heat transfer coef-
ficient through the equation:

β =
h

Le
(4.16)

Where Le is the Lewis number and it is assumed 1000 for water vapour [58].
The approach presented in this section needs to be verified with different
numerical tests before being used for practical problems.

In table 4.2 the resulting heat flux obtained on the artificial element
and the other scalar quantities, convective heat transfer coefficient, water
vapour density are calculated for the different orientations.

TABLE 4.2: Resulting quantities for vector and scalar quan-
tities obtained for different orientations

Angle (α) 0.00 ◦ 26.57 ◦ 45.00 ◦ 63.43 ◦ 90.00 ◦

q̇′′in,art q̇′′in,1

∑3
el=1(q̇′′in,el)√

5

∑2
el=1(q̇′′in,el)√

2

∑3
el=1(q̇′′in,el)√

5
q̇′′in,1

hart h1
∑3

el=1(hel)
3

∑2
el=1(hel)

2

∑3
el=1(hel)

3 h1

ρH2O,art ρH2O,1

∑3
el=1(ρH2O,el)

3

∑2
el=1(ρH2O,el)

2

∑3
el=1(ρH2O,el)

3 ρH2O,1
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4.2 Coupling verification

In order to verify if the process of coupling proposed in section 4.1.1 is cor-
rect there is the need to perform some verification tests. These are mainly
performed in FDS and don’t involve directly the Comes-HTC calculation.
The cases presented hereafter are mainly focused on the incident heat flux
and on the integral heat flux. These examples presented don’t involve com-
plex structures or flux distributions, rather they are simple in order to un-
derstand the results and the capabilities of the interpolation process.

4.2.1 Cylinder with burner

The first verification test is a cylinder with a burner placed in the centre,
the case is selected since it should provide an axis-symmetric fire load and
the incoming heat fluxes should be uniform along the tangential direction,
figure 4.5a.
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FIGURE 4.5: First verification case, cylinder with axis-
symmetric fire

The cylinder is 1 m high and with 1 m of diameter, the walls are mod-
elled as conductive surfaces and the material is concrete. The properties
of the material are set according to the Eurocode 2 [130]. The cylindrical
vessel has a fire with a HRR of 55 kW, the burner is placed in the centre or
the circular section at 0.2 m from the bottom. The top and bottom surfaces
of the domain are open in order to allow the air to flow across the cylinder.
In order to show the effect of the grid size on the coupling, two grids are
used in FDS, mesh 1 has cubic elements with element’s size 0.05 m, while
mesh 2 has cubic elements with element’s size 0.025 m, table 4.3. The grids
used for the structural part is a concrete ring with equally spaced elements
in the tangential direction, the distance between the two adjacent nodes is
0.0980 m. The coupling between FDS and Comes-HTC is evaluated along
the cylinder at 0.5 m from the bottom.

Using mesh 1 the heat fluxes are presented as function of time in figure
4.6. The heat fluxes at different angular positions in FDS are presented in
figure 4.6a showing that the distribution is not uniform on the walls. For
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TABLE 4.3: Mesh data

Mesh El. size jet-zone [m] (x,y,z) N. El.
Mesh 1 0.050 × 0.050 × 0.050 8000
Mesh 2 0.025 × 0.025 × 0.025 64000
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FIGURE 4.6: Comparison of incoming heat fluxes in FDS,
mesh 1, and in Comes-HTC

angle θ equal to 0.0◦ the incident flux is higher than for the other two an-
gles and this is consequence of the different surface orientations. After the
interpolation process the integral heat fluxes q̇ are presented as function of
time both for FDS and Comes-HTC, figure 4.6b, these are calculated as:

q̇ =

totel∑
el=1

(
q̇′′in,elAel

)
(4.17)

where the sum of the heat fluxes is extended to the whole surface on which
the data are exchanged. The two curves are overlapping on each other and
this ensures that the interpolation process proposed before is capable to
transfer the power produced in FDS to Comes-HTC. After comparing the
integral flux, the angular distribution of heat fluxes is presented for steady
state conditions, figure 4.7. The incident fluxes are averaged in time in or-
der to present them as function of the position. In FDS the incident heat flux
distribution shows many peaks and an highly irregular trend, consequence
of the different view factors of the orthogonal elements, figure 4.7a. The
heat flux distribution after the interpolation process is more smooth and
damps the scattered fluxes coming from FDS. Figure 4.7b shows the distri-
bution of heat fluxes as function of the angular position. The distribution
is not axis-symmetric because the heat fluxes are higher near θ equal to 0◦,
90◦, 180◦ and 270◦. However the distribution after the interpolation process
is smoother than the original one coming from FDS.

The second verification has been carried out for the same case with
mesh 2. The heat fluxes obtained with the new mesh are similar those found
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FIGURE 4.7: Comparison of the heat flux distribution be-
tween Comes-HTC and FDS, mesh 1

with the coarse one, figure 4.8. The heat fluxes in figure 4.8a have the same
order of magnitude of those in figure 4.6a, as well the incident flux is higher
for θ equal to 0◦ compared to the fluxes with θ equal to 30◦ or 45◦. The inte-
gral heat flux transferred from FDS to Comes-HTC are in good agreement
between the two codes therefore no energy is lost in the interfacing process.
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FIGURE 4.8: Comparison of incoming heat fluxes in FDS,
mesh 2, and in Comes-HTC

The most interesting results obtained with the mesh refinement comes
from the heat flux distribution obtained after the interpolation process, fig-
ure 4.8. Comparing the heat fluxes obtained with mesh 2 and those ob-
tained with mesh 1 it is clear that the first is capable to damp the fluctuation
of the fluxes coming from FDS visibly better than the second one. In figure
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4.9b the incident heat fluxes after the interpolation process have a smooth
distribution along the angular direction and the fluxes are axis-symmetric
as expected for this case.
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FIGURE 4.9: Comparison of the heat flux distribution be-
tween Comes-HTC and FDS, mesh 2

This first comparison shows that regardless the meshing strategy the in-
tegral heat flux q̇ is correctly transferred from FDS to Comes-HTC. The en-
ergy conservation is the necessary parameter to avoid non physical results
with the creation of sources and sinks of energy. The comparison shows
also that the finer mesh can smooth much better the irregular results ob-
tained with FDS. This is important also in practical problems since for a
correct interfacing of FDS and Comes-HTC large grids should be avoided
in order to prevent irregular heat flux distributions.

In order to verify if the angles selected for the discretization of the nodes’
orientation are sufficient, a test has been done adding two other angles
which require some more elements for the construction of the artificial ele-
ment. The angles are 71.57◦, atan(3), and 18.43◦, atan(1/3), the heat fluxes
for the artificial element can be calculated combining three parallel ele-
ments and one normal to them. The equation for the resulting heat flux
calculated for the angle θ equal to 18.43◦ is:

q̇′′in,art =
1√
10

(
q̇′′in,1 + q̇′′in,2 + q̇′′in,3 + q̇′′in,4

)
=

= q̇′′in,1sin(18.43◦) +
(q̇′′in,2 + q̇′′in,3 + q̇′′in,4)

3
cos(18.43◦) (4.18)

The same approach can be used for the angle θ equal to 71.57◦. The angu-
lar distribution of the heat fluxes is presented for the two meshes in figure
4.10. The comparison is done only for the heat fluxes in Comes-HTC, since
the fluxes in FDS remain the same. The effect of the new angles is evident
only near the peak of flux, where θ is close to 71.57◦+k 90◦ or 18.43◦+k 90◦,
out of these regions the distribution of flux remains unchanged. For the
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two meshes the new angles increase the incident fluxes near 71.57◦+k 90◦

and 18.43◦+k 90◦, but there isn’t an evident improvement of the heat flux
distribution. In particular for mesh 2, figure 4.10b, the distribution quality
deteriorates, while for mesh 1 there is no evident improvement. The com-
parison ensures that the number of angles selected and reported in table 4.1
is sufficient for the correct interpolation of the fluxes obtained in FDS.
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FIGURE 4.10: Evaluation of the effect of the angular dis-
cretization

After the comparison of the heat fluxes the convective heat transfer co-
efficient is also presented as function of the tangential angle for the two
mesh presented before. The heat transfer coefficient as the density of water
vapour are interpolated using equations 4.14, 4.16. In figure 4.11a the re-
sults of mesh 1 are presented, the convective heat transfer coefficient shows
some fluctuations but follows the trend of the FDS calculation. With the
mesh 2, figure 4.11a, the fluctuations from the FDS calculation are smaller
and after the interpolation process the peaks of convective heat transfer co-
efficient are smoothed.

The comparison of the convective heat transfer coefficients shows that
the approach is reliable and induces small errors in the calculation. It is
important to stress that the heat transfer coefficient is only used to calcu-
late the convective part of the outcoming heat flux in equation 4.2. In this
verification example the axis-symmetric distribution of heat was expected
because of the geometry and of the fire source placed in the centre of the
vessel. The results show that with a refined mesh it is possible to obtain a
result close to the theoretical model, which allows both to transfer the inte-
gral heat flux from FDS to the structure as well to provide an uniform heat
flux distribution along the tangential direction.

4.2.2 Vertical wall exposed to fire

The second verification case is a vertical wall exposed to fire, the wall is
tilted with different angles keeping a constant distance between this and
the centre of the fire, figure 4.12a. Theoretically the heat flux impinging
the wall is not affected by the orientation of the wall, if the distance is not
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FIGURE 4.11: Convective heat transfer coefficient along the
cylinder

changed. The vertical wall is placed at 0.5 m from the centre of the fire with
different orientations. First the wall is placed parallel to the FDS grid setting
the reference angle to 0.00 ◦. The wall is later reoriented starting from the
reference position with a new angle of 26.57 ◦ and later reoriented again
with an angle of 45.00 ◦. The fire is produced by a burner with radius 0.2 m
and with a constant HRR of 280 kW using n-heptane as fuel. The simulated
domain is 2 m high and 3 m deep and wide, this allows the fire to develop
freely and to not be strongly affected by the boundary conditions, figure
4.12a. The mesh used for the discetization of the domain is the same in the
different cases using cubic elements with 0.05 m size. The flow field along
the plane parallel to the y axis and crossing the fire is presented in figure
4.12b, in order to show the flow field near the fire and the wall. The flame
is burning next to the wall and the gas temperature on the wall is about 200
◦C, while in the core of the flame it rises up to 800 ◦C.

Incident heat fluxes, convective heat transfer coefficient and water vapour
density are compared for the three different orientations using the equa-
tions reported in table 4.2. Before comparing the thermal loads on the
walls, the gas temperature along the centreline of the fire are compared for
the three wall’s orientations, theoretically since the distance between fire
and wall are the same the temperature curves should overlap. Figure 4.13a
shows that there are some discrepancies between the different cases along
the flame height, the flame with θ equal to 0◦ overpredicts the temperatures
compared to the other two cases with different orientations. However the
maximum temperature along the flame is correctly simulated by the three
cases.

After comparing the flow field the integral incoming fluxes are com-
pared for the different wall’s orientations. The orientation of the plane
shouldn’t affect the energy dissipated through the wall therefore in figure
4.13b the time history of the integral flux is presented for different cases.
The heat flux is calculated on a reduced area in order to avoid the influ-
ence of the boundary conditions. The integral flux is calculated for the el-
ements that are closer than 1.0 m from the point with minimum distance
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FIGURE 4.12: Second verification case, vertical wall ex-
posed to fire
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FIGURE 4.13: Comparison of temperature and heat fluxes
for the different cases

from the fire. The integral fluxes show oscillations during the fire and the
average values shows some discrepancies among them, with a maximum
error about 20%. The discrepancies among the integral fluxes can be af-
fected also by the different temperature fields near the wall.

After comparing the integral flux it is important to compare also the heat
flux distribution, the incident heat fluxes are averaged in time and evalu-
ated along the walls in figure 4.14. The contours show a similar distribution
in the three cases with a highly heated zone near the fire and less heated far
from the fire source. The heat flux distributions show the same shape with
an iso-line at 30 kW/m2 stretched along the vertical direction.

For a better understanding of the discrepancies between the incident
heat fluxes presented in figure 4.14, these are reorganized in figure 4.15.
The heat fluxes as function of the x coordinate are presented in figure 4.15a
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FIGURE 4.14: Comparison of incident heat flux distribution
for different wall’s orientations

for to different heights z, equal to 0.5 m and 1.5 m. The figure shows that
the heat fluxes are in good agreement among them considering the geome-
try approximations and also the discrepancies of the gas temperature. The
most of the discrepancies are located in the peak region where the heat flux
distributions have different maximum values. At z equal to 0.5 m the peak
of heat flux is 31.91 W/m2 for θ equal to 0.00 ◦, 34.64 W/m2 for θ equal
to 26.57 ◦, and 31.34 W/m2 for θ equal to 45.00 ◦. While at z equal to 1.5
m the peaks of heat flux are respectively 19.02 W/m2, 20.56 W/m2 and
23.80 W/m2. The heat fluxes as seen in figure 4.13b show huge fluctuations
during the simulations due to the turbulent nature of the flame. The time
histories of the incident heat flux, evaluated at two different points, are pre-
sented in figure 4.15b. The points are selected one at x equal to 0.0 m, at the
minimum distance from the fire, and the other to be at 0.5 m, both are at z
equal to 1 m. The heat fluxes show high fluctuations, but the trends are in
good agreement among the three oriented walls.
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FIGURE 4.15: Comparison of incident heat fluxes as func-
tion of position and time

After the comparison of the incident heat fluxes it is important also to
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compare the convective heat transfer coefficient and the water vapour den-
sity. The convective heat transfer coefficient is presented on the walls after
being averaged in time, figure 4.16. The coefficient is interpolated in space
using an arithmetic average, as described in table 4.2, the results show a
good agreement among the different walls. Most of the differences in this
case are located far from the fire, in particular the iso-line 2 W/m2/K for θ
equal to 0.00 ◦ is located near the boundaries of the wall while for the other
orientations the line is closer to the fire.
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FIGURE 4.16: Comparison of convective heat transfer coef-
ficient distribution for different wall’s orientations

The convective heat transfer coefficients along two lines are presented
in figure 4.17a. The coefficients for the different cases show similar trends
with some differences, the peaks of convective heat transfer coefficients are
6.21 W/m2/K for θ equal to 0.00 ◦, 5.69 W/m2/K for θ equal to 26.57 ◦

and 5.37 W/m2/K for θ equal to 45.00 ◦ at z equal to 0.5 m. For z equal
to 1.5 m the peaks are respectively 8.93 W/m2/K, 9.79 W/m2/K and 9.47
W/m2/K. Some discrepancies occur also far from the flame but these have
a low influence on the final result due to their small value. Moreover the
effect of the boundaries should be better investigated using larger domain,
but in order to speed up the calculation it has been necessary to reduce the
size of the simulated domain.

The last comparison is done for the water vapour density, in this case
the flame is close enough to the wall to induce a higher water density in
the region near the flame. Water density distributions are presented on the
walls in figure 4.18 showing a trend similar to the convective heat transfer
coefficient. The maximum density for the different distribution is located
near the top of the wall at x equal to 2.0 m. This is consequence of the flame
shape and of the hot gas expansion which flows close to the wall as seen in
figure 4.12b. The most of the discrepancies are located also in this case far
from the flame at the iso-line 0.02 kg/m3, while at x equal to 0.0 m the water
density show a good agreement among the cases. To better understand the
differences in the water density distributions, these are plotted as function
of the position x for two different heights at z equal to 0.5 m and 1.5 m.
The results show some minor discrepancies but the overall agreement is
satisfactory. The peaks of water density located near the flame are 0.0698
kg/m3 for θ equal to 0.00 ◦, 0.0649 kg/m3 for θ equal to 26.57 ◦ and 0.0613
kg/m3 for θ equal to 45.00 ◦ at z equal to 0.5 m and 0.1137 kg/m3, 0.1316
kg/m3 and 0.1251 kg/m3 for z equal to 1.5 m.
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FIGURE 4.17: Comparison convective heat transfer coeffi-
cient and water vapour density

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

0.02

0
.0

2

0
.0

4

0
.0

4 0
.0

6

0.06

0
.0

6
0
.0

8
0
.1

0
.1

2

x [m]

z
 [

m
]

(A) θ = 0.00 ◦

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

0
.0

2

0
.0

4

0
.0

4

0
.0

6

0
.0

6 0
.0

8

0
.0

8 0
.1

0
.1

2
0
.1

4

x [m]

z
 [

m
]

(B) θ = 26.57 ◦

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

0
.0

2

0
.0

2

0
.0

4

0
.0

4

0
.0

6

0
.0

6

0
.0

8

0
.0

8 0
.1

0
.1

2
0.14

x [m]

z
 [

m
]

(C) θ = 45.00 ◦

FIGURE 4.18: Comparison of water vapour density distri-
bution for different wall’s orientations

The results presented in this section show that the three variables trans-
ferred from FDS to Comes-HTC are interpolated with a reliable approach.
The verification case shows that for different orientations of the walls the
variables in terms of integral value and distribution show some minor dif-
ferences. The agreement between the cases is affected also by the different
flow fields. The differences in the flow and temperature distributions par-
tially prevent from comparing three cases that are exposed to the same fire.
However the spatial distribution and the time history of the heat fluxes are
in good agreement between them. The convective heat transfer and the
water density show just some minor discrepancies near the peak. The dis-
crepancies far from the peak can be related to the vicinity to the domain’s
boundaries, therefore they are considered acceptable. In this verification
case the vertical plane is mainly heated up by radiation since there is no
direct impingement of the flame on the wall and the hot gasses flow tan-
gentially along the wall. Another verification case is needed to evaluate the
effect of the flame impingement on the wall.
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4.2.3 Plume impinging a ceiling
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FIGURE 4.19: Third verification case, Plume impinging a
ceiling.

The last verification case is a ceiling heated by a plume of hot gasses.
Thanks to the capability of FDS to tilt the gravity vector it is possible to
change the orientation of the domain and to draw the ceiling with differ-
ent meshing strategies, figure 4.19. The domain is tilted with three angles
which are 0.00 ◦, 26.57 ◦ and 45.00 ◦. With this approach the horizontal ceil-
ing is smooth in the first case, θ equal to 0.00 ◦, while it is sawtoothed in
the other two cases , θ equal to 26.57 ◦ and to 45.00 ◦. In order to simplify
the calculation the domain is two dimensional therefore the ceiling is as-
sumed to be infinitely long. Instead of a burner a jet of hot gas is used as
heat source, the jet has a nominal temperature of 1200 ◦C and is discharged
from a nozzle, 0.4 m wide, with a velocity equal to 3.0 m/s. The velocity
has been reoriented in the cases with θ equal to 26.57 ◦ and to 45.00 ◦ in
order to blow hot gases towards the vertical direction. The meshes used
for the three different cases have the same element’s size 0.05 m, in order
to compare together similar flow fields. The heated ceiling is placed at 2.0
m above the burner, placed at the floor level at 0.0 m, on the sides of the
domain open boundary conditions are located at 1.0 m from the centre of
the nozzle. In order to evaluate the different flow fields produced with the
tilted domains the temperatures and the velocities are compared in figure
4.20. The pictures show the same portion of the domain where the nozzle
blows hot air towards the ceiling inducing two vortexes on the sides of the
jet. The temperature field show some differences between the three cases in
particular the eddies on the two sides of the jet are slightly different when
the domain is tilted. The different velocity field can be consequence of the
location of the domain’s boundaries that are not corresponding due to the
tilting of the domain.

In figure 4.21a the temperatures averaged in time are plotted along the
middle-line of the flame in order to show the effect of the tilting angle. The
temperature near the floor are the same, but in the middle, between ceil-
ing and floor, some differences occur, the temperatures converge again to
the same value under the ceiling. The velocity component parallel to the
x axis is presented beneath the ceiling, figure 4.21b. When the ceiling is
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FIGURE 4.20: Temperature and velocity field beneath the
ceiling for different tilting angles of the domain

tilted with a different angle the component of the velocity, which are later
used to calculate the convective heat transfer coefficient, are also modified.
The smooth wall simulated with θ equal to 0.00 ◦ shows higher velocities
compared to the other cases where air flows along a non regular geometry.
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FIGURE 4.21: Comparison of temperature and velocity

The comparison of the flow fields shows some minor differences among
the different orientations, but the differences are limited. It is thus possible
to compare the variables that are later exported from FDS to Comes-HTC.
First the incoming heat fluxes are compared for the different ceiling’s ori-
entations in figure 4.22, the integral heat fluxes are presented as function of
time in figure 4.22a and later averaged in time and presented as function of
the position, figure 4.22b.

The heat flux time histories show several fluctuations due to the high
turbulence of the hot gas plume. The heat fluxes are in steady state con-
dition after few seconds and the oscillations are related with the plume’s
puffing. The spatial distribution of the heat fluxes can highlight the differ-
ence between the three cases filtering the time fluctuations seen in figure
4.22a. From figure 4.22b the heat flux distributions are in good agreement
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FIGURE 4.22: Comparison of incident heat fluxes on the
walls for different orientations

among them with a flat distribution along the ceiling, the different cases
have different peaks, in case of θ equal to 0.00 ◦ the peaks are not on the
centreline of the plume, while in cases θ is equal to 26.57◦ or 45.00◦ the
maximum is located above the plume. The maximum heat flux obtained
with θ equal to 45.00◦, 20.08 kW/m2, is underestimated compared to the
other cases, 22.03 for θ equal to 0.00◦ and 22.09 forθ equal to 26.57◦ . The
lower heat flux for the case with θ equal to 45.00◦ is depicted also in figure
4.22a where the integral flux is always lower than the other cases, with an
error equal to 14.3 %. While for θ is equal to 26.57◦ the integral heat flux
shows a good agreement with the reference case with θ equal to 0.00◦.

The convective heat transfer coefficient is investigated comparing its
distribution along the ceiling for steady state conditions, figure 4.23a. The
figure shows a strong underestimation of the convective heat transfer co-
efficient by the cases with θ equal to 26.57◦ or 45.00◦ compared to the ref-
erence case with θ equal to 0.00◦. The convective heat transfer coefficient
is strongly related with the velocity field near the wall, due to its definition
with equation 2.14. The differences in the velocity field previously depicted
by figure 4.21b affect the convective heat transfer coefficient distribution
along the wall. With θ equal to 0.00◦ the high velocity on the sides of the
plume increased the convective heat transfer coefficient, therefore the min-
imum of the coefficient is located above the plume, for the other two cases
the velocity is almost uniform and also the coefficient has a flat distribution.
The higher heat transfer coefficient in the reference case has also an influ-
ence on the incident heat flux distribution, because as seen in figure 4.22b
the maximum flux is not located above the plume but on the sides. The poor
agreement of the convective heat transfer coefficient couldn’t be improved
since the velocity field near the wall is strongly affected by the geometry
modelling, to have a better distribution of the coefficient more radical mod-
ification are required to FDS in order to draw rounded surfaces.

The last comparison is done for the water vapour density, figure 4.23b,
the hot plume produces also water vapour which flows along the ceiling,
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FIGURE 4.23: Comparison of convective heat transfer coef-
ficient and water vapour density

the density in the different cases shows a good agreement and the spatial
distributions are in a close range. The main difference is on the shape of he
density distributions, with θ equal to 0.00◦ the maximum is located above
the plume, while in the other two cases near the centre there is a mini-
mum of density. These differences are directly related with the the flow
field beneath the ceiling but the agreement among the cases is considered
satisfactory.

The comparisons of different fire scenarios assesses that the approach
proposed in section 4.1.1 can be reliably used to interface a Cartesian mesh
with a structured mesh also for non-corresponding geometries. From the
verification cases it is clear that the incident heat flux is well transferred for
the different orientation. Minor differences occur also because of the differ-
ent flow fields compared together. From the verification case of the cylinder
with burner, in section 4.2.1, it is clear that the heat flux distribution is af-
fected by the grid resolution in FDS and that a finer grid allows to obtain a
heat flux distribution that is closer to the theoretical result. The largest dif-
ferences have been found for the convective heat transfer coefficient, which
is calculated basing on the velocity near the walls. In the cylinder and on
the vertical wall the hot gasses flow along the channels made by the ge-
ometry discretization and the velocity is mainly parallel to the channels.
In the last verification when the plume impinges the ceiling the gas flows
crossing the steps made by the mesh. The different flow regimes induce
different convective heat transfer coefficients. The agreement among walls
with different orientations is good if the velocity is parallel the the channels
made by the grid, while it is poorer if the velocity is perpendicular to them.
The water density vapour is well predicted in all cases where it has been
evaluated, showing some minor differences which don’t affect the overall
agreement between different cases.
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4.3 Concrete slab exposed to fire

After the introduction to the coupling and the verification of the proposed
approach the coupled tool applied to a structural verification on a slab ex-
posed to fire. This first case is rather simple since it considers a two dimen-
sional concrete slab exposed to fire. This first application aims to show the
effects of the specific fire scenario, in terms of HRR per unit of area and of
fire growth rate, on the response of the structure. Different fire scenarios
are simulated keeping the same maximum HRR and the same distance be-
tween the burner and the slab. Different fire scenarios can produce different
heat fluxes distributions and the coupled tool proposed here is capable to
evaluate their influence on the structure’s response.

4.3.1 Fluid dynamic analysis

The fluid domain investigated is presented in figure 4.24a. A 1.2 m wide
burner blows n-heptane with a specified mass flow rate, the HRR curve for
the reference case is presented in figure 4.24b with a linear ramp from 0 s
to 450 s up to 600 kW/m and later a constant HRR up to 900 s. The com-
bustion process is ideal since the smoke production is out of the scope of
this analysis, the soot yield and the CO yield are set equal to 0.0, while CO2

and H2O are calculated based in the stoichiometric balance. The distance
from the burner to the slab is 1.8 m. The slab, 2.0 m wide and 0.2 m thick, is
made of C60 concrete and in FDS the thermal properties of the slab are set
according to the Eurocode [130]. For the concrete it is assumed an humidity
of 40 % and a water content of 19.69 kg, the properties of the material such
conductivity and specific heat are presented as function of temperature in
table 4.4, the density of concrete is set constant at 2300 kg/m3. The concrete
slab is assumed to have emissivity equal to 0.9.

TABLE 4.4: Material’s thermal properties modelled in FDS

Conductivity
Temp. [◦C] k [W/m/K]

0.0 2.0
200.0 1.553
400.0 1.191
600.0 0.915
800.0 0.724
1000.0 0.619

Specific heat
Temp. [◦C] Cp [kJ/kg/K]

20.0 0.936
100.0 0.936
101.0 1.240
115.0 1.240
200.0 0.98
400.0 1.045
1000.0 0.977

The main focus of the simulation is the interaction between plume and
slab, but an additional fluid domain must be added near the slab in order
to allow the flow to develop freely. The domain is 4.0 wide and 4.0 m high
and at every open boundary the gas pressure is imposed equal to the atmo-
spheric pressure.

The initial fire scenario is modified in order to obtain different HRR per
unit of area and in order to obtain different fire growth rates. In order to
change the HRR per unit of area and the shape of the flame, the burner
is resized. The burner in the reference condition has a HRRPUA of 500
kW/m2, new fire scenarios are simulated with different burners’ size, 0.4 m
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FIGURE 4.24: Fire scenario investigate with the coupled ap-
proach

and 2.0, with a HRRPUA of 1500 kW/m2 and 300 kW/m2. The fire growth
rate for different burner’s size is the same of the reference case, presented
in figure 4.24b. In order to change the fire growth rate the shape of the HRR
curve is modified. Two new fire curves are simulated, a fast growing fire
and a slow growing fire as reported in figure 4.24b, in these scenarios the
size of the burner is kept the same as the reference case 1.2 m wide. Before
comparing the different fire scenarios a preliminary sensitivity analysis has
been carried out. For the reference case different meshes are compared to-
gether in order to assess the correct grid’s resolution. The grids are regular
and made by square elements whose features are listed in table 4.5

TABLE 4.5: Mesh data

Mesh El. size [m] (x,y) N. of El. D∗/δx

Mesh 1 0.200× 0.200 400 3.9
Mesh 2 0.100× 0.100 1600 7.8
Mesh 3 0.067× 0.067 3600 11.7
Mesh 4 0.050× 0.050 6400 15.6

In order to compare the different grids, the temperatures above the
flame and AST along the slab are compared together, figure 4.25. The tem-
peratures are averaged in time from 450 s to 900 s and these are evaluated
along the centreline of the plume in the middle of the burner, figure 4.25a.
The two finer grids, mesh 3 and mesh 4 are in good agreement among them,
while the other two grids tend to underpredict the temperature along the
plume. The AST are compared on the lower face of the slab and these are
in good agreement for the last two grids, mesh 3 and 4, while the coarser
meshes underpredict the heat fluxes on the walls. The mesh required to
simulate correctly the incident fluxes on the walls produced by the plume
is much finer than the grids usually employed to simulate the smoke move-
ment, as seen in the previous chapters 2 and 3.
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FIGURE 4.25: Mesh independence

From the mesh independence study the mesh 3 is chosen for all the
cases, also when the size of the burner and the fire growth rate are changed.
After the mesh independence study the flow field induced by the fire is
presented in figure 4.26b. The plume is impinging the slab and the hot gas
flows on the sides and rise again out of the domain. As seen from figure
4.25b the incident heat flux is maximum in the middle of the slab, therefore
the maximum wall temperature is expected in the middle of the slab.

After comparing the different grids and showing the flow field obtained
with mesh 3, the different cases are compared among each other. First, the
effect of the burner size is investigated and the temperature fields in the
two cases, with narrow and large burners, are presented in figure 4.26. In
the comparison is included also the original burner, whose size is 1.2 m, the
temperature fields show clearly that a smaller burner is capable to generate
a more stretched flame which induces higher temperatures near the ceiling.
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FIGURE 4.26: Comparison of flow fields obtained with dif-
ferent burner’s size

For the three burners the temperatures along the centreline of the plume
are presented in figure 4.27a. The temperatures near the burner are quite
similar between them, but increasing the size of the burner and reducing



4.3. Concrete slab exposed to fire 129

the HRR per unit of area the temperature also decreases along the centre-
line of the flame. This effect is not so evident from the contours, figure
4.26, but it is well depicted by the figure 4.27a. Beneath the slab the tem-
perature of the smoke is more than 100 ◦C higher for the narrow burner if
compared to the wide one. Regarding the incident heat fluxes on the walls,
the AST are compared along the length of the slab on the face exposed to
fire. In figure 4.27b the effect of the burners size is clear with higher tem-
peratures for the narrow burner and lower temperatures for the wide one.
The narrow burner induces higher temperatures not only in the centre but
all along the slab, if compared with the other fires. The heat flux impinging
the structure is higher for narrower burner compared to the wider one. The
different flame shapes affect the distribution of the heat fluxes on the slab,
a wide burner generates a more uniform heat flux distribution compared to
a narrow burner.
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FIGURE 4.27: Comparison of different burners’ sizes

The effect of the fire growth rate can be depicted by time history of the
temperatures and by the net heat fluxes. The gas temperature beneath the
centre of the slab at 1.8 m height is plotted as function of time together with
the temperature on the slab’s surface, evaluated in FDS, in figure 4.28a. The
different fire growth rates induce temperature fields and this influences di-
rectly the wall temperature. The different wall temperatures are caused by
different heat losses through the walls, figure 4.28b. When the fire has a fast
growth rate, the net heat flux has a peak in the beginning of the fire scenario
because the high incoming flux caused by the fire is not balanced by the out-
coming flux from the wall. In case the fire grows slowly the temperature on
the wall is closer to the temperature of the gas and the incoming and out-
coming fluxes can better balance together. If the incoming and outcoming
fluxes are similar the net heat flux is smaller. The effect of the different fire
growth rates can be depicted by the slope of the wall temperature. Increas-
ing the net heat flux through the wall the slope of the wall temperature in-
creases, while decreasing the net heat flux also the wall’s temperature slope
decreases.

The fire scenarios have an influence on the flow field which affects the
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FIGURE 4.28: Comparison of different fire growth rates

thermal inputs on the structure. The fire scenarios can be modified in time,
with different fire growth rates, or in space with different flame’s shape.
The coupled analysis is capable to show the effects of different flow fields
on the structure.

4.3.2 Structural analysis

After comparing the fire scenarios the response of the concrete structure
exposed to fire is investigated. The structure is a simple slab which is con-
strained according to figure 4.24a, where the slab is free to bend keeping its
position above the fire. The slab is mechanically loaded using the weight
of the slab as distributed volume load, the gravity vector is oriented as in
figure with a magnitude of 9.81 m/s2. The material chosen for the analy-
sis is a C60 concrete not reinforced with an initial content of water of 21.64
kg/kg, relative humidity of 46 %, a saturation of 25 %, pressure of 101325
Pa and temperature of 20 ◦C. The structure in not pre-stressed and no dis-
placements are imposed at the beginning of the simulation. The mesh used
for the structural calculation is drawn in order to link directly the elements
of FDS with the nodes of Comes-HTC. The elements are stretched along
the width of the slab in order to reduce the computational load of the cal-
culation. The elements used for the calculation have 8 nodes and 3 gauss
points along each element’s axis. The distance between two nodes on the
surface of the slab is 0.0667 m, the same of the size of the FDS element. The
coupling links the two closer elements of FDS to the target node of Comes-
HTC since the geometries in the two codes are corresponding. The upper
and lower surfaces of the slab are linked with FDS, but the two sides of
the slab are not coupled because of the huge difference in the size of the
elements which could arise numerical stability issues. The mesh and the
boundary conditions are the same for all the fire scenarios.

First the effect of the burner size on the concrete structure is evaluated,
as seen before in figure 4.27b the heat flux impinging the structure is greater
with a narrow burner than with a wide one. For sake of simplicity in the
following comparison only the scenario with narrow and wide burners are
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presented, the scenario with the original burner is neglected since it lays
between the two extreme cases. The integral incoming heat flux for the two
fire scenario is presented in figure 4.29, comparing the output from FDS and
the input in Comes-HTC.
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FIGURE 4.29: Integral incident heat fluxes on the slab

The integral incident heat flux before and after the interpolation process
are overlapping for the two fires. The narrower burner produces an higher
integral incident heat flux compared to the other burner, 4.29. In order to
evaluate the influence of the fire scenario on the structure stresses, temper-
ature and gas pressure are presented. The comparison is done at the end of
the simulation after 900 s, 15 min, of intensive heating. The temperatures
inside the slab after 900 s, figure 4.30, show clearly that the temperature
peaks are different in the two cases, but in both cases are located at the cen-
tre of the slab on the lower face. The narrow burner heats up the slab up
to 397.6 ◦C, while the wide one reaches only 270.7 ◦C. The figure shows
also that the structure is mainly heated from the lower face, but there is
a temperature rise also on the upper face. This is consequence of the hot
gasses that are flowing around the structure and warming up the whole
slab. The curves with constant temperatures on the slab are almost parallel
to horizontal line, meaning that the main gradient of temperature is along
the vertical direction and the heat flux flows normal to the heated face. The
wide burner induce temperature fronts which are flat due to the uniform
heating along the width, while the slab heated by the narrow burner has
some deflection in the temperature profiles near the lower face of the slab
due to the more localized heating, figure 4.27b.

The gas pressure in the structure is consequence of the gas movement
inside the material combined with the expansion and evaporation. When
the structure is heated up the first layers tend to dry out, while in the in-
ner layers the gas cannot escape. Due to the cumulation of moisture and
heating the pressure rises inside the structure and generates a pressure
peak. The gas pressure is one of the factors which are argued to trigger
the spalling, since it opens the pores of the material, as discussed in section
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FIGURE 4.30: Temperature distribution in the slab.

1.3.2. The gas pressure as expected is higher for the fire scenario with nar-
row burner, while is lower for the other wide one. The maximum pressure
is below 1 MPa in both cases, 0.3495 MPa for the wide burner and 0.4583
MPa in case of narrow burner. These values are small if compared with
the stresses induced by the mechanical loads, but are in agreement with the
experimental data found for similar concrete, [36, 39]. The C60 concrete
has an higher permeability compared to HPC therefore the gas is capable
to flow out of the material reducing the pressure peak in the structure.

The last comparison is done for the stress distribution inside the mate-
rial, the slab is not affected by the thermal loads but also loaded by its own
weight. The mechanical load on the slab without any thermal expansion
should strain the lower part of the slab and compress the upper layer. Due
to the heating of the slab the structure is expanding proportionally to its
temperature. The temperature distribution as seen in the figure 4.30 is not
uniform, therefore thermal induced stresses rise inside the slab. The combi-
nation of stresses induced by the mechanical load, by the thermal expansion
and by the solid pressure is presented in figure 4.32.

The component XX of the stress is negative, compression, on the upper
face of the slab as expected by the stress distribution induced by the me-
chanical load. But the stress is negative also on the lower part of the slab,
where the stress induced by the mechanical load is supposed to be posi-
tive. The thermal expansion of the heated concrete is constrained by the
rest of the structure which has lower temperature, therefore in the lower
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FIGURE 4.31: Gas pressure distribution in the slab.

layer of the slab the concrete is put under compression due to the con-
strained expansion. The first layers of the slab exposed to fire are under
compression and this stress condition is also one of the conditions that trig-
ger the spalling of the material, because of a buckling load. The maximum
compressive stress are -30.77 MPa for the wide burner and -34.80 MPa for
the narrow one. The stress distributions are more similar between the two
scenarios than the previous quantities, this can be consequence of the me-
chanical load and of the temperature gradient. The thermal induced stress
is not depending on the maximum temperature itself rather on the temper-
ature spatial gradient. The last comparison between these two fire scenario
is done for the stress component parallel to the Z axis, sigma ZZ.

Also for this stress component the distributions for the two fire scenar-
ios are similar between them. There is a compressed region in the core
of the slab, but there is a negative stress on the lower layer which are the
most exposed to fire. The traction stress tends pull away the first layer of
material, the traction is consequence of the mechanical and thermal loads
but also of the gas pressure which tends to open the pores of the material.
The maximum traction stresses are 5.17 MPa for the wide burner and 5.06
for the narrow one. The maximum XX compressive stress occurs near the
heated surface of the slab where also the traction stress ZZ has its maximum
positive value. The combination of pressure and stresses presented for this
comparison shows that the lower layers of the slab have an higher risk of
spalling, and most likely above the fire where the thermal load is maximum

A similar comparison is done also for the slabs exposed to fires with
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FIGURE 4.32: Stress XX component distribution in the slab.

different growth rates. The integral incident heat fluxes are compared first
as verification of the coupling as done before, figure 4.34.

The integral heat flux is transferred correctly from FDS to Comes-HTC
and the coupling doesn’t generate any sink or source of energy. The heat
fluxes in the figure 4.34 follow the same trends of the HRR of the two sce-
narios with a constant heat flux and a linearly growing heat flux. The en-
ergy absorbed by the slab is equal to the integral of the integral heat flux,
the area under the two curves in figure 4.34, so for the fast growing fire
the energy impinging the slab is almost double than the energy for the slow
growing fire. The effect of the fire growth rate is evident on the temperature
distribution inside the slab compared after 900 s of fire, figure 4.35.

The maximum temperatures are different in the two cases 380.4 ◦C for
the fast fire and 270.2 ◦C for the slow rate fire, for both cases the maximum
is located at the centre of the slab on the lower face. The iso-curves of tem-
peratures are parallel to the horizontal face of the slab due to the strong
heating from the bottom. The heat flux flows mainly across the slab along
the vertical direction. For all the fire scenarios investigated, the tempera-
ture distributions are similar even if the maximum temperatures are differ-
ent. With the coupled approach FDS Comes-HTC the heat flux distribution
on the wall is not uniform as seen in figure 4.28b, but the effect of the local
heating is mainly evident near the heated surface.

The gas pressure also obtained with these two scenarios is compared
at the end of the fire. The pressure peak is higher in case of fast growing
fire with a peak value of 0.46 MPa, while in case of slow fire the pressure
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FIGURE 4.33: Stress ZZ component distribution in the slab.
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FIGURE 4.34: Integral incident heat flux on the slab.

rise up to 0.36 MPa. The pressure rise with a fast fire is entering deeper
in the structure with a more extended pressure front, while the slow fire
is just rising the pressure in the front layers exposed to fire. The higher
energy provided to the structure, with narrow burner and fast growing fire,
makes the pressure peak travelling faster inside the slab and rising to higher
values. The last comparison for the two fire scenarios is done for the stresses
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FIGURE 4.35: Temperature distribution in the slab.

inside the material along the two axis XX and ZZ. The stress component
parallel to the slab width is XX and is shown in figure 4.37

The stresses are similar among them, the upper layer and the lower
layer of the slab are compressed, while the core is strained, figure 4.32. The
mechanical load is the same of the previous case but the first layers ex-
posed to fire are under compression. The maximum compression stresses
are -31.98 MPa for the fast growing fire and -33.20 MPa for the slow grow-
ing fire. The compressed layer can break as a column subject to a buckling
load, this kind of failure is also made more likely by the traction load in the
other direction ZZ, figure 4.38. Near the heated layer of the slab there is
a positive stress which pulls the outer layer away from the structure. The
maximum traction ZZ stresses are 4.96 MPa for the fast growing fire and
5.60 MPa for the slow growing fire. The two stress component if combined
together are both promoting the loss of material from the slab.

All the slabs, even if they are differently heated, show similar mechan-
ical behaviours, the response of the structure in terms of stress is weakly
influenced by the fire scenario. On the lower face of the slab there is always
a compression stress parallel to the heated face and a traction stress in the
opposite direction. Temperature and gas pressure, on the other hand, are
strongly affected by the energy that is absorbed by the structure. In case of
localized fire or fast growing fire the temperatures are much higher on the
face exposed to fire, as well the high temperature fronts are deeper into the
thickness of the slab. The high temperatures induce a pressure peak due
to the movement of gas, evaporation and thermal expansion, therefore the
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FIGURE 4.36: Gas pressure distribution in the slab.

pressure peak is strongly affected by the fire scenario. In case of narrow
burner and fast growing fire the pressure peak has higher magnitude and
it is located deeper into the material.

The present comparison assesses the capability of this coupled analysis
to evaluate the response of the concrete structure starting from different fire
scenarios. As previously discussed the fire scenarios are designed starting
from a common case which has a maximum power of 600 kW/m and an
HRR per unit of are of 500 kW/m2. Changing the HRR per unit of area or
changing the fire growth rate there is not only an effect on the flow field but
also on the whole structure exposed to fire.

4.4 Fire in a rail tunnel

After the comparison of a simple geometry which allows to test the capabil-
ities of the coupled analysis, this is applied to a fire scenario in tunnel. The
fire scenario is a rail coach on fire inside a rounded tunnel. The tunnel is
several kilometres long so it cannot be modelled for the whole length. Since
the aim of the study is to investigate the structural response of the tunnel’s
vault, only one portion of the tunnel is modelled with FDS. The study of
a rail coach on fire aims to assess the effect of a real fire on the heat flux
distribution and on the response of the structure itself. In the engineering
practice some conservative temperature curves are used as thermal inputs
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FIGURE 4.37: Stress XX component distribution in the slab.

for the structural verification, section 1.3.1. These curves are applied uni-
formly on the structure since no information about the real distribution of
the heat fluxes is available.

4.4.1 Fluid dynamic analysis

The tunnel investigated has a rounded cross section with different curva-
ture radius, 9.6 m wide and 7.2 m high. The tunnel is 55 km long and
due to the lack of information provided about the slope it is assumed to
be horizontal. The tunnel is made of concrete so the walls are modelled as
conductive surfaces, the properties of the concrete are defined according to
the Eurocode [130] supposing to have a relative humidity of 80 % in the
material and water content of 48.78 kg/kg. The density is constant equal
to 2300 kg/m3 and the specific heat and the conductivity are function of
temperature, table 4.6. The wall is assumed to have emissivity equal to 0.9.

The tunnel is equipped with a fully transverse ventilation system, but
due to the lack of informations about the location of the exhaust portals
and due to the lack of informations about the extraction rate, the ventilation
cannot be modelled properly. Also the uncertainty about the position of the
fire with respect to the exhaust vent prevents from including the ventilation
into the model, the portion of the tunnel simulated with FDS is assumed to
be naturally ventilated. The case is non realistic for the smoke propagation,
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FIGURE 4.38: Stress ZZ component distribution in the slab.

TABLE 4.6: Material’s thermal properties modelled in FDS

Conductivity
Temp. [◦C] k [W/m/K]

0.0 2.0
200.0 1.553
400.0 1.191
600.0 0.915
800.0 0.724
1000.0 0.619

Specific heat
Temp. [◦C] Cp [kJ/kg/K]

20.0 0.9
100.0 0.9
101.0 1.47
115.0 1.47
200.0 0.98
400.0 1.045

1000.0 0.977

but the absence of ventilation should provide the worse case scenario, since
the smoke is not exhausted from the tunnel and is not mixed with fresh air.

The fire load is a rail coach on fire, this is assumed to be 20 m long 3.2
m wide. The fire load is placed at 3 m high in order to consider an average
height of the fire load inside the coach, which is supposed to be about 6 m
high. In order to have a conservative estimation of the heat fluxes, the roof
of the coach is not modelled, since this could act as radiative screen for the
wall. The fire is not modelled as a unique burning block, but several smaller
blocks are ignited in order to provide a more realistic approximation of the
fire scenario. The HRR of the rail coach is designed starting from exper-
imental tests carried out in real scale. Ingasson proposed a review of the
these fire tests [12, 94] showing a wide spread in the maximum HRR value,
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from 7 to 77 MW, and in the time required to the fire to reach the peak,
from 5 to 80 minutes. The experimental data are referring to rail coach fire
tests, [131–134], and to metro coach fire test, [132, 133, 135] The difference
in the experimental values is caused by the high variability of the fire load,
the ventilation condition and the fuel configuration. Also the construction
features of the coach have an important influence on the fire scenario, if the
coach is highly ventilated due to the windows’ break the fire grows much
faster. The fire scenario chosen for the simulation of the rail coach is the
one tested in [135] because it is the most threatening for the structure and
the tunnel has similar geometry to the case study, 6.1 m wide and 6.9 m
high. The HRR curve used to simulate the fire scenario is presented in fig-
ure 4.39b. The fire curve has a initial phase where the fire grows slowly and
later it ramps up to 60 MW in 600 s, it remains at the constant power of 60
MW for 600 s until 1200 s and later it decreases to 0 MW in the last 2400 s.
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FIGURE 4.39: Fire scenario investigate with the coupled ap-
proach

The combustion reaction is defined according to the paper of McGrattan
[117] who investigated a rail fire in tunnel where a large spill of tripropylene
caught of fire. The soot yield is set equal to 0.20 according to [117] this
value is quite high and provides a conservative estimation of the smoke
production. The CO yield is set equal to 0.05 which is an average value for
plastic materials taken from [78] and the heat of combustion is set equal to
44.3 kJ/g.

As already mentioned the fire scenario is modelled considering a small
portion of the whole tunnel where the coach on fire is simulated. The length
of the simulated tunnel is 72 m and at the endings of the tunnel the pressure
is imposed at the atmospheric value.

Before presenting the results of the simulations some preliminary anal-
ysis are performed in order to assess the reliability of the model presented.
Due to the lack of experimental data referring to the specific case, the fol-
lowing parameters need to be investigated:

• Grid spatial discretization and radiative spatial discretization.

• Length of the tunnel’s portion that is simulated with CFD.
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• Height of the fire load.

The first point is related to the numerical discretion of the fire scenario,
as seen before the grid’s size is a key parameter for the simulation of the
thermal load on structures. Three different mesh have been simulated con-
sidering a reduced portion of tunnel, in order to speed up the calculation,
the effect of the tunnel’s length is later investigated. The modelled portion
of tunnel is just 24 m long in order to include the rail coach which is burned
with a constant HRR of 60 MW for 500 s. The features of the mesh tested
are listed in table 4.7.

TABLE 4.7: Mesh data

Mesh El. size [m] (x,y,z) N. of El D∗/δx

Mesh 1 0.200 × 0.200 × 0.200 207360 24.66
Mesh 2 0.150 × 0.150 × 0.150 491520 32.88
Mesh 3 0.100 × 0.100 × 0.100 1658880 49.32

The temperatures above the fire are compared together along the height
of the tunnel at the centre of the coach. Figure 4.40a shows that the temper-
ature rises above the coach where the combustion occurs, the temperature
profiles are in good agreement among them and show minor differences
along the height of the tunnel. The mesh is already quite refined therefore
the results are supposed to provide reliable results. The AST are compared
as well along the ceiling at the tunnel’s middle line, figure 4.40b. In the sec-
ond comparison there are some more discrepancies between the grids, in
particular the coarser mesh overpredicts the AST if compared to the others.
Mesh 2 and 3 are in good agreement among them, therefore the mesh 2 is
selected for the other simulations. For every mesh D∗/δx is higher than the
suggested value, 16, but for this specific case a much finer mesh is required
to simulate the incident heat fluxes.
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FIGURE 4.40: Temperature comparison for the mesh inde-
pendence study

After evaluating the correct mesh size, the number of angles necessary
to simulate the radiative heat flux is evaluated. Using mesh 2 and the short
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domain with a length of 24 m the scenario is simulated with different radi-
ation angles. This parameter is set by default to 100 in FDS so 300 and 1000
angles are used in two other simulations in order to assess the influence of
the parameter. As done for the mesh independence study the gas tempera-
ture above the fire and the AST along the ceiling of the tunnel are compared
together for the different simulations, figure 4.41.
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FIGURE 4.41: Temperature comparison for the radiation an-
gle independence study

For different radiation angles the results are overlapping, gas temper-
atures and AST beneath the ceiling don’t show any significant difference.
The default number of angles as suggested by McGrattan [50] is sufficient
for a correct radiation resolution so 100 angles are used for the next simula-
tions.

In the present model due to the length of the real tunnel it is not possi-
ble to simulate the whole structure, moreover this is out of the scope of the
present simulation. However the boundary conditions have a strong influ-
ence on the flow field near the fire. From the open portals fresh air flows
towards the fire region, while in case of real fire the smoke, propagating in
the tunnel, heats up the air that undergoes later to combustion. There is also
an effect of re-radiation of the heated walls on the others which is neglected
if the boundary conditions are placed to close to the fire. In order to evalu-
ate the minimum length of the tunnel which should be simulated in order
to not have a strong influence of the boundary conditions, tunnels with dif-
ferent lengths are simulated. The fire scenario is the same that has been
previously presented, just two portions of tunnel are added on the sides in
order to provide an additional domain where the flow can develop. The
tunnel initially has been simulated with 24 m length, which was the mini-
mum length capable to include the whole coach in the domain, later 72 m
and 120 m are simulated. The domain is equally divided on the two sides of
the tunnel and the results are presented as done before for gas temperature
and AST.

The gas temperature in the centre of the coach shows some minor dif-
ferences, which are always smaller than the differences in the AST, figure
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FIGURE 4.42: Temperature comparison for the length inde-
pendence study

4.42. The comparison shows that with a short domain the AST in the fire
region are overestimated if compared with the two other longer tunnels,
figure 4.42b. These are in good agreement between the tunnels 72 and 120
m long. The initial length of the model is unsuitable to simulate the fire sce-
nario, but with an extension of the domain the boundary conditions don’t
affect the result of the calculation.

The gas temperature obtained in figure 4.42a are lower than the exper-
imental values measured in [135]. One reason of the difference could be
the insulation of the walls. The tunnel used for the test was insulated with
U Protect Wired Mat 2.0 which reduces the heat losses through the vault
and consequently rises the temperature in the tunnel. As seen in section
2.5.3 the wall’s thermal properties have a strong influence on the temper-
atures inside the tunnel, since they limit the heat losses and the cooling of
the gas. One other aspect that may be different between the test and the
simulation is the distance between the fire load and the ceiling. The free
space between the fire source and the ceiling is another important param-
eter influencing the thermal load on the walls. The tunnel’s vault confines
the gas in a small volume where the temperature can rise higher and the hot
surfaces re-radiate on the gas which is further heated. This effect has been
seen clearly in the Runehamar tunnel test [14] where temperature reached
1300 ◦C because of the high insulation of the walls, covered with protecting
boards, and because the fire load is placed right beneath the ceiling. The
effect of the distance between the fire and the ceiling has been investigated
by Li in [33] showing that the temperature beneath the ceiling increases
when the distance decreases. The fire load previously studied is therefore
placed at different heights and the temperatures are compared for three
different cases, figure 4.43. The fire load is placed at 3.0 m in the original
case and later moved to 4.5 and in the last case to 6.0 m. The tempera-
ture profiles along the tunnel’s height show that the distance between fire
load and ceiling is a key parameter for the thermal load calculation on the
walls. The maximum temperature for a fire placed at 3.0 m height is 727
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◦C, while for 4.5 and 6.0 the maximum temperatures are 1048 ◦C and 1034
◦C, figure 4.43a. The AST obtained with higher fire loads are higher than
the initial case, which has a peak of 856 ◦C, for burner placed at 4.5 and 6.0
the maximum temperatures are 1121 ◦C and 916 ◦C, figure 4.43b. From the
comparison of the AST the fire load placed at 6.0 m induces lower temper-
atures compared to the fire load at 4.5 m. When the fire load is too high the
combustion cannot occur only above the coach but the fuel burns also out
of the coach. This effect is clearly depicted by the shape of the temperature
profile, which is higher on the sides than in the centre.
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FIGURE 4.43: Temperature comparison for the evaluation
of the height’s effect

The evaluation of different numerical parameters allows to correctly set
up the simulation that is later used to define the boundary condition for the
structural problem. In order to show the temperature distribution in the
tunnel the flow field is presented along two planes. The temperature above
the rail coach rises up to 800 ◦C and from figure 4.44 it is possible to see the
flow field induced by the fire.

The fresh air that undergoes to reaction comes from the bottom of the
coach and flows up into the fire region, figure 4.44a. The smoke flows along
the tunnel in a symmetric way upstream and downstream the fire generat-
ing two large eddies. The flow field depicts the influence of the fire mod-
elling, using many small obstacles to model the burning objects the air can
reach the centre of the fire with a larger reaction zone. Similar approach has
been used to simulate solid objects burning in [136, 137] in order to provide
a more realistic modelling of the fire.

4.4.2 Structural analysis

The fire scenario proposed in the previous section is used to calculate the
boundary conditions for the structural analysis of the tunnel’s vault. The
structure is modelled considering only half of the vault since the tempera-
tures and the thermal load are symmetrical on the cross section of the tun-
nel, figure 4.44b. The tunnel’s vault is not modelled for the whole depth of
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FIGURE 4.44: Temperature field in the tunnel near the coach

the structure but only for 0.3 m considering that the high temperature front
is not crossing such distance. The tunnel is made of C60 concrete with a
relative humidity of 80%, this high value is considered to be reasonable if
the tunnel is located in wet soil. The water saturation of the material is 56%
at the initial stage of the calculation, the temperature is 20 ◦C and the gas
pressure is 101325 Pa. The tunnel is mechanically constrained as in figure
4.45a in order to simulate the symmetry boundary conditions. The outer
part of the vault is supposed to be self standing therefore only the gravity
force is added as mechanical load.
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FIGURE 4.45: Tunnel geometry and heat flux balance

As seen in the structural analysis of the slab exposed to fire, one of the
main issues of the coupling is the correct transfer of the energy released in
FDS and imported in Comes-HTC. In case of the slab the geometries are
corresponding and there is no error in the fluxes interpolation, however in
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this fire scenario the tunnel is rounded and the geometry of the vault is
approximated with many square elements. The interpolation process has
a key role in the coupling of the two codes, therefore the integral incident
flux obtained in FDS and in Comes-HTC are compared together in order to
verify the correctness of the calculation. From figure 4.45b it is clear that the
integral heat flux is correctly transferred from FDS to Comes-HTC.

After verifying the correct interpolation of the integral heat flux the
overall response of the structure is presented as function of time. The max-
imum temperature is monitored every time step in order to see the heating
up of the vault. At the initial stages the temperature grows up slowly con-
sidering the initial phase of the HRR, but after 300 s the temperature starts
growing faster, figure 4.46a. The rise of the temperature follows the max-
imum heat incident heat flux on the section, this is plotted in figure 4.46b.
The incident heat flux has a steep rise after 300 s leading to a fast heating
of the structure. After 600 s the incident flux reach a steady value since the
HRR reaches a plateau in this phase.
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FIGURE 4.46: Time history of the tunnel on fire

The maximum gas pressure in the structure is monitored during the
fire, showing a flat trend in the initial phase of the fire, while when the
temperature rises, after 300 s, also the pressure grows. The curve shows
also some peaks after 600 s when the maximum pressure is over 1.6 MPa,
this sudden pressure rise can be consequence of a low damaged material
which still has low permeability and is strongly heated [138]. The pressure
later drops due to the damaging of the structure and the increase of the
intrinsic permeability, allowing the gas to flow out of the structure. The
presence of more peaks can be explained by the pressure rise in different
points on the structure.

The maximum mechanical damage is presented as function of time for
the whole structure, this grows regularly and doesn’t show the oscillations
that occur for the gas pressure. The damage is zero in the first phase of the
simulation, it starts to grow only after the structure heats up, after 470 s.

After presenting the overall response of the structure the analysis focus
on the response of the structure after 300 s and 600 s. Unfortunately numer-
ical issues rose in the simulation therefore the results are limited at 638 s.
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FIGURE 4.47: Time history of the tunnel on fire

However these are sufficient to highlight the capability of the coupled tool
to set a map of boundary conditions which is directly related with the fire
scenario. After 300 s of fire, the heat flux distributions obtained with FDS
and for Comes-HTC are presented in figure 4.48a. The maximum flux is lo-
cated near the top of the ceiling, while the values are lower near the bottom
of the structure. The heat flux distribution is presented also as function of
the angle θ which is centred on the symmetry axis at the height of 3.4 m,
figure 4.48b. The plot shows that the flux distribution obtained after the in-
terpolation is smoother than the original one in FDS and both distributions
have the same trend.
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FIGURE 4.48: Incident heat flux distribution after 300 s

The temperature inside the structure is presented at three location as
function of the structure’s depth. The points are chosen in order to show the
different thermal loads on the structure, one on the side of the structure at θ
equal to 180◦ one on the top of the structure at θ equal to 90◦ and one located
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where the maximum temperature occurs, θ equal to 116◦. The maximum
temperature reaches 61.96 ◦C, this value is still low and is consequence of
the HRR which doesn’t grow fast in the first stages of the fire. On the side
the maximum temperature is 42.91 ◦C and on the top 53.10 ◦C. The gas
pressure rise is also really small, since the values are almost at the ambient
value, the structure is still cold and the water is not evaporated yet. The
pressure rise is mainly driven by the gas expansion. The maximum values
of pressure are 0.1116 MPa, 0.1013 MPa and 0.1037 MPa respectively in the
location of the maximum pressure, on the side and on the top of the vault.
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FIGURE 4.49: State of the structure after 300 s

The structure is affected by the thermal load and by the mechanical
load induced by its own weight. The stresses obtained on the side of the
vault and on the top are presented along the thickness of the structure. The
stresses are calculated parallel to the vault and normal to the vault in or-
der to take into account the effect of the curvature. The tangential stress,
parallel to the tunnel’s surface, is negative on the side exposed to fire, the
maximum compressive stress is -11.85 MPa on the side and -14.39 MPa on
the top. As seen in the previous analysis the thermal expansion constrained
by the rest of the structure induces a compressive stress in the heated layers.
The damage in the material is presented as well for the three sections pre-
viously selected. After 300 s, the damage is still small with a maximum of
0.0443, the damage at this stage of the simulation is consequence of the ther-
mochemical degradation of the material, because as seen in figure 4.47b the
mechanical damage is still 0.0. Since the temperature is the only parameter
driving the mechanical damage in the material the most damaged section
occurs in the same section where the temperature is maximum.

These results show that the structure after 300 s is still cold with low
pressure and stresses, but the temperature rises in the next seconds and af-
ter 600 s the maximum temperature is about 276.71 ◦C. The pressure shows
also a steep rise and sudden peaks occur in the structure. The thermal load
in this phase is much higher due to the greater HRR with a maximum of
54.73 kW/m2. The incident flux in case of fire is not uniform on the struc-
ture and the maximum it is localized near the top where the flames impinge
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FIGURE 4.50: State of the structure after 300 s

the ceiling, figure 4.51a. In the lower part of the structure, near the floor, the
heat flux is minimum, 13.53 kW/m2, therefore the ratio between the max-
imum and the minimum flux on the section is 4.04. The heat fluxes pre-
sented as function of the angular position are similar in the two programs
and both decrease moving from the ceiling of the tunnel to the floor, figure
4.51b.
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FIGURE 4.51: Incident heat flux distribution after 600 s

The temperature inside the structure is presented in three sections, on
the side of the slab on the top and where the maximum temperature occurs.
The temperature are plot as function of the depth inside the vault. After 600
s the temperatures in the material are much higher on the whole vault, in
the maximum heated point the temperature rises up to 276.71 ◦C, but the
whole upper part of the tunnel is much warmer since also on the top the
temperature is 276.16 ◦C. The maximum heated point is close to the top of
the structure with a angle θ equal to 94◦. The smaller heat flux on the lower
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part of the tunnel doesn’t rise the temperature to the level of the upper
layer and on the side the temperature is 116.65 ◦C. The high temperature
also induces large evaporation of moisture which expands and rise the gas
pressure in the structure. After 600 s the pressure is over 1.0 MPa on the
upper part of the tunnel, with a maximum pressure equal to 1.0675 MPa
and a maximum pressure on the top of the tunnel equal to 1.0444 MPa. On
the side of the slab the lower temperature and the smaller heat flux induce
a smaller pressure rise with a peak equal to 0.2597 MPa.
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FIGURE 4.52: State of the structure after 600 s

The structure is warmer after 600 s and the pressure rises in the mate-
rial opening the pores of concrete. The stresses in the structure along the
vault of the tunnel and normal to it are presented in the sections on the
top and on the side of the tunnel, figure 4.53a. The maximum compres-
sive stress that was already evident after 300 s rises in magnitude and on
the top of the structure reaches -52.74 MPa, while on the side it rises up
to -35.57 MPa. The compressive stress on the top of the structure is conse-
quence of the strong heating of the wall and the constrained expansion of
the first layers. On the side the effect of the weight of the structure is added
to the effect of constrained expansion. In the other direction, normal to the
surface, the stress is positive on the top of the structure, the traction stress
tends to pull out the material increasing the risk of failure due to spalling.
The maximum stresses on the side of the structure and on the top are 1.31
MPa and 4.60 MPa. The lower part of the structure is much less threatened
by spalling than the top part. The effect of the heating and the stress in
the structure increase the damage inside the material, figure 4.53b. After
600 s the mechanical damage is greater than zero and it combines with the
thermochemical degradation, the damage is presented at different locations
along the thickness of the structure. The maximum damage occurs at the
section with the maximum temperature and it reaches 0.5019, on the top
of the ceiling the damage is 0.5017, which is really close to the maximum
value considering that also the temperatures are almost at the same level.
On the side of the structure the damage is smaller and it reaches only 0.1498
showing the effect of a localized heating.
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FIGURE 4.53: State of the structure after 600 s

The present comparison shows the capabilities of the coupled analysis
for a complex structure, like a tunnel exposed to fire. The boundary condi-
tions imposed on the structure are directly related to the fire scenario with
a stronger heating on the top part of the tunnel and a lower part which is
colder. In the tunnel vault the stress distribution, the pressure peak and
the material damage combine together in the upper part of the tunnel and
increase the risk of spalling.

The analysis still presents some instabilities in the structural calculation
which prevent to complete the whole simulation. Further development are
now under test in the model in order to deal with those instabilities.

4.5 Two ways coupling verification

The previous calculations have been carried out simulating the fire scenario
in FDS and later simulating the response of the structure in Comes-HTC.
The results are transferred from FDS to Comes-HTC, but they are not trans-
ferred back, assuming a negligible influence of the structure’s modelling on
the flow field. It is necessary to verify how the new temperatures obtained
in the structure affect the temperature field in the fluid simulation. From
the structural analysis the new surface temperatures and the structure’s
displacements can be imported in the fluid model. In the two way cou-
pling verification it is necessary to link properly the nodes of Comes-HTC
with the elements of FDS. This cannot be done for rounded geometries be-
cause the interpolation approach proposed in section 4.1.1 is not designed
to work in both directions and could induce large errors. It is thus required
to use two geometries that are corresponding in FDS and in Comes-HTC,
in order to prevent numerical errors in the coupling of the codes.

The slab exposed to fire previously studied in section 4.3 is perfectly
suited for the two way coupling process, since the geometry is rectangular
and there is direct link between nodes and elements. The two way cou-
pling is tested considering the fast growing fire scenario burning for 900
s, with a constant HRR of 600 kW/m. The one way coupling from FDS to
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Comes-HTC has been already investigated in the previous sections now the
coupling of Comes-HTC with FDS needs to be investigated. First, the simu-
lation in FDS runs using the wall model embedded in FDS with a pure con-
ductive calculation. The wall properties are defined in table 4.4 according to
Eurocode [130]. From the FDS simulation the results are used as boundary
conditions for the structural simulation in Comes-HTC. With the two way
coupling approach, the wall temperatures obtained in Comes-HTC are used
as new wall temperatures in FDS. The FDS simulations is reran with the
new boundary conditions obtained from the structural analysis calculating
the new boundary conditions for Comes-HTC. The flow field and the struc-
ture continue to be updated until the results are corresponding between to
successive iterations.
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FIGURE 4.54: Two way coupling approach the thermo-
structural interaction

The basing scheme of the two ways coupled approach is presented in
figure 4.54, but it is necessary to explain also in practice how the coupling
has been implemented. The simulations both in FDS and in Comes-HTC
run for the whole duration of the fire, 900 s, later the boundary condi-
tions are exchanged from one program to the other and the new coupling
iteration is performed. The coupling doesn’t link step by step FDS and
Comes-HTC because this would required a much larger numerical effort.
The boundary conditions for the structural problem are imposed as Robin
boundary conditions, these have been widely discussed in 4.1. For the fluid
dynamic calculation the wall temperatures are set as boundary conditions,
instead of the conductive wall model. The temperature history obtained
with Comes-HTC is imposed as a temperature ramp on every element of
FDS. The temperature ramp is calculated basing on temperature time his-
tory of the corresponding node in Comes-HTC.

In order to assess the convergence of the method it is necessary to com-
pare the simulations at two consecutive iterations, if these are within a cer-
tain tolerance then the loop can be exited. In order to compare the simu-
lations the temperatures in the gas and in the material are used. The gas
temperatures along the centreline of the fire are compared for three differ-
ent iterations, the first one with the pure conductive model in FDS and the
others with the wall temperature calculated with Comes-HTC.
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FIGURE 4.55: Temperature comparison for different loop
iterations

The comparison shows that the gas temperatures along the centreline
of the flame for the different loops are overlapping, figure 4.55a. Taking a
closer look beneath the ceiling, where the influence of the slab modelling
should be maximum, the gas temperature profiles show minor differences
in the temperature distributions, figure 4.55b. The maximum values for the
three iterations are 267.39 ◦C iter. 1, 276.00 ◦C iter. 2 and 271.80 ◦C iter.
3. The difference for the three iterations are within 10 ◦C which is the 3%
of the maximum temperature beneath the ceiling. The AST show a good
agreement between the different iterations, figure 4.55b, the maximum is
really close for the three iterations: 578.28 ◦C, iter. 1, 575.02 ◦C iter. 2 and
574.89 ◦C. iter. 3. In this case the difference is within 4 ◦C corresponding to
the 0.56% of the maximum temperature.

In the two way coupling the integral heat flux has to be the same for
the different iterations once the loop is converged. The comparison of the
integral heat flux at different iterations ensures that the loop don’t create
energy sinks or sources. The integral heat fluxes at different iterations are
really close despite the time fluctuations, figure 4.56a. The average value of
the integral heat fluxes are 69.25 kW/m for iter. 1, 69.32 kW/m for iter. 2
and 69.42 kW/m for iter. 3.

The wall temperatures are compared for the different iterations in figure
4.56b, the wall temperature is evaluated in FDS on the lower face of the slab
above the fire centreline. The temperatures for step 2 and 3 are the results
of the Comes-HTC simulations at the steps 1 and 2, while the temperature
at step 1 is the result of the FDS conductive model. It is clear that FDS sim-
ulations at steps 2 and 3 work with the same wall temperatures. But more
important the temperatures of steps 2 and 3 are already obtained with the
structural calculation after step 1. The temperature beneath the slab on the
most heated point are overlapping for the last two steps, therefore the first
simulation of the concrete slab is already capable to calculate the converged
wall temperature. The temperature field inside the slab evaluated along the
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FIGURE 4.56: Integral heat flux and Wall temperature for
different loop iteration

thickness is presented for the different steps in figure 4.57a. The tempera-
tures are evaluated at the end of the simulation after 900 s and they show
a good agreement. The maximum temperatures are the different steps are
376.75 ◦C for iter. 1, 385.32 ◦C iter. 2 and 390.57 ◦C iter. 3. The results
in Comes-HTC are already converged after the first iteration. This is im-
portant because the one way coupling, previously investigated, is sufficient
for the calculation of the structural response and no further iterations are
needed to consider the effect of the different wall modelling.

A two way coupled analysis is usually required for problems with large
displacement, Silva proposed for steel structures a coupled analysis FDS
FEM with two ways coupling approach1. The large displacements of steel
structures exposed to fire can modify significantly the geometry of fluid
domain so affect the flow field. The maximum displacements are mon-
itored for the concrete structure in order to assess if the displacement is
large enough to affect the geometry of the fluid domain. The maximum
displacement occurs in the middle of the slab at the lower face because of
the bending of the slab symmetrically loaded, figure 4.57b. The displace-
ments for the different cases are overlapping but the most interesting data
about the graph is the magnitude of the displacement. The maximum dis-
placement on the slab is -0.0043 m, which is the 0,215 % of the slab length,
the new geometry of the slab after 900 s is really similar to the initial one.
Moreover the displacement cannot be modelled with the actual mesh be-
cause the elements have a edge size equal to 0.067 m.

The two ways coupling analysis shows that for concrete structures the
results obtained after one coupling iterations are already already close to
the final values. Further iterations in the coupling imposing the results ob-
tained with the structural calculation don’t improve the quality of the re-
sult. It is thus reasonable to use the simpler approach proposed in section

1There are no articles about the topic yet, but it is under development in FDS
repository, https://github.com/firemodels/fds/tree/master/Utilities/
Structural_Interaction/twowaycode.

https://github.com/firemodels/fds/tree/master/Utilities/Structural_Interaction/twowaycode
https://github.com/firemodels/fds/tree/master/Utilities/Structural_Interaction/twowaycode
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FIGURE 4.57: Temperature along the slab and displacement
for different loop iterations

4.1 which is also more flexible since it doesn’t require a direct correspon-
dence between the elements of FDS and the nodes of Comes-HTC.

4.6 Coupled analysis with embedded approach

The one way coupling as well as the two ways coupling are linking FDS
and Comes-HTC as two external procedures. This provides several infor-
mations about the response of the structure which are not available with
a simple thermo-mechanical analysis. However the coupled approach re-
quires many information about the structure such as geometry, mechani-
cal loads, a different grid which has to be interfaced. This requires to the
user an advanced knowledge of both FDS and Comes-HTC. A different ap-
proach to the problem is to simplify the structural analysis and to embed it
in FDS.

FDS has already a conductive heat transfer model which is implemented
with a one dimensional approach2, so a modified version of the Comes-
HTC model can be implemented instead of the conductive model. The con-
ductive model is one dimensional therefore also the version of Comes-HTC
need to be simplified from two dimensional to one dimensional. This re-
quires to reduce the number of equations inside the model because with
a one dimensional approach there is no information about the geometry of
the structure. The linear momentum equations are neglected and the model
pass from four equations to three: mass conservation of water, mass conser-
vation of dry air, enthalpy balance. The loss of the geometry information
requires also another simplification in the model, the mechanical damage
needs to be neglected as well. This has a direct influence on the intrin-
sic permeability which is function of the mechanical and thermochemical

2A three dimensional heat transfer model is under development in FDS 6.5.3, https:
//github.com/firemodels/fds/wiki/FDS-Release-Notes.

https://github.com/firemodels/fds/wiki/FDS-Release-Notes
https://github.com/firemodels/fds/wiki/FDS-Release-Notes
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damage [139]. Neglecting the mechanical damage the intrinsic permeabil-
ity remains lower and the gas pressure rises inside the structure [39]. The
thermochemical damage on the other hand is kept in the model in order to
consider the effect of the degradation of the material [42, 45].

This simplified model considers the concrete as a rigid body which has
a slightly different response from the complete model. A similar approach
has already been proposed for the study of structures by Zeiml in [140, 141]
where the concrete is modelled with a one dimensional approach regarding
the thermo-hygral behaviour, while the structure is modelled with a more
general three dimensional model. The model therefore can be later coupled
with a generic structural solver importing the temperature and gas pressure
distribution obtained with this simplified approach. The main advantage of
the model is the possibility to simulate a generic fire scenario and to obtain
at the same time an estimation of the temperature and pressure distribution
inside the material which is modelled basing on Comes-HTC.

This embedded approach is a two way coupling between FDS and Comes-
HTC, where instead of evaluating the solid response with a simple con-
ductive model the solid is modelled as a porous media, with heat and
mass transfer. The heat transfer solver works directly in FDS and this is
called when the wall temperature are updated. FDS is designed with an
explicit solver with a predictor corrector solution approach. The heat trans-
fer through the wall is calculated only during the corrector phase and for
every element exposed to the flow field. The Comes-HTC model can be
coupled with FDS since the structural solver is implicit and the time step
used in FDS can be imposed for the calculation in Comes-HTC. The bound-
ary conditions also need to be rearranged for the new problem, as seen
in section 4.1 a greater number of boundary conditions is requires for the
simulation of concrete as porous media. The gas pressure on the wall is
imposed based on the pressure in the flow field and imposing this pressure
as Dirichlet (or first-type) boundary condition. The boundary condition for
the water flow is imposed as Robin (or third-type) boundary condition as
already proposed in the section 4.1. The incident heat flux is imposed as
Robin (or third-type) boundary condition, but inside FDS there is no need
to calculate the AST because the code is working directly with heat fluxes.
The output of the calculation is the state of the concrete layer exposed to
fire. The wall temperature on the surface is calculated with the Comes-HTC
model, however at this stage the mass fluxes are not coupled therefore the
is not water or air release into the domain.

In order to verify the differences between the results obtained with the
original model of Comes-HTC and the new simplified version two simu-
lations of the concrete are compared together. The simulation is a simple
concrete line of elements which represent the one dimensional approxima-
tion. The model of Comes-HTC is simulated without mechanical damage
in order to evaluate the differences only induced by the deformability of
the material. The concrete is heated from one side with a net heat flux of 30
kW/m2, the pressure is fixed at the ambient value of 101325 Pa and for the
water mass balance the partial pressure of the water is fixes at 1300 Pa with
a mass transfer coefficient of 0.0025. The comparison is done for a C60 con-
crete which has a relative humidity of 80 %. The results are compared in the
figure 4.58 in order to show the three variables of the model gas pressure,
capillary pressure and temperature.
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FIGURE 4.58: Comparison of one dimensional and two di-
mensional model, without mechanical damage

The comparison done as function of time shows that the results are in
good agreement for all the state variables of the problem. Some differences
occurs due to the effect of the deformability of the concrete skeleton, but
these are limited to the gas pressure after the pressure peak. From the figure
4.58a the pressure peak for one dimensional and two dimensional models is
the same. It is also important to assess the effect of the mechanical damage
on the permeability and consequently on the pressure peak. The compari-
son of the two models with and without mechanical damage is presented in
figure 4.59. As expected the effect of the mechanical damage is mainly evi-
dent on the gas pressure, while the capillary pressure and the temperature
are not strongly affected by the different modelling. The comparison of the
one dimensional and two dimensional models shows that regarding wall
temperature and capillary pressure there is no evident difference between
the two approaches. The main difference is on the gas pressure, which is
overestimated by the one dimensional model due to absence of mechanical
damage.
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FIGURE 4.59: Comparison of two dimensional models, with
and without mechanical damage

The model proposed here is well suited for a first approximation of the
state of concrete exposed to fire. With an higher pressure peak we obtain
a more conservative estimation of risk for the structure, in particular as
seen in section 1.3.2, one of the spalling indicators is directly related to the
maximum gas pressure inside the material.
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After the first verifications cases the embedded model is tested for a real
case where it is possible to evaluate the capabilities of this approach. The
slab studied in the sections 4.3 and 4.5 has been simulated using the em-
bedded approach with Comes-HTC inside FDS. The aim of the comparison
is to evaluate the differences between the approaches and in particular to
evaluate the overestimation of the gas pressure peak. The fire scenario in-
vestigated is the the fast growing fire with a constant HRR of 600 kW/m
and a burner 1.2 m wide. The concrete material is the same used in the
previous analysis with content of water equal to 21.64 kg, relative humid-
ity of 46 %, a saturation of 25 %, pressure of 101325 Pa and temperature of
20 ◦C. The flow field is first presented in figure 4.60a in order to show the
temperature and velocity field near the fire and the slab.
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FIGURE 4.60: Temperature in case of fire beneath the slab

Comparing the gas temperature along the middle line of burner with
other other simulation approaches such the two way coupling, evaluated
at step 3, or the one way coupling it is possible to see that the temperature
field is not affected by the different wall modelling. Regarding the wall
conditions, the one way coupling calculates the temperature using a pure
conductive mode and the two ways coupling uses the temperature obtained
in Comes-HTC at the previous iteration. With the embedded approach the
Comes-HTC modelling is directly used to evaluate the wall temperature on
the surface. The wall temperatures are compared together at the centre of
the heated face of the slab in figure 4.61a. The temperature of the surface
obtained with the embedded model is in good agreement with the concrete
temperature obtained with the two ways coupled analysis. This compari-
son provides two important information about the coupling, first, the one
dimensional model is suitable for structures exposed to fire even if these are
not one dimensional. As seen in section 4.3.2 the temperature has an high
gradient across the thickness of the slab, while the temperatures are more
uniform along the width of the slab. This is depicted by the iso temperature
lines which are almost parallel to the long face of the slab. The other im-
portant result of the comparison is about the accuracy of the coupling, the
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embedded model as explained earlier has a direct linking with FDS. There-
fore every time step the incident heat flux is calculated in the flow field
and imposed as boundary condition for the structural calculation. This is
not possible with the external coupling since the amount of data exchanged
between the codes would be extremely large. For the one way coupling
a sampling time of 1.0 s is usually employed to transfer the results from
FDS to Comes-HTC. The comparison of the results shows that this approx-
imation in the data sampling doesn’t affect the calculation, but it allows to
smooth the strong fluctuations of the incident heat fluxes. The smoothing
of the boundary conditions’ fluctuations is a fundamental aspect in order
to guarantee the numerical stability of the structural calculation.

The embedded code is numerically more stable due to the absence of
mechanical damage and displacements. It better handles the strong fluctu-
ations of incoming heat fluxes that are generated by the fire. However the
code is not capable to maintain its stability also above the critical point of
water at 374 ◦C, above such temperatures the heat flux fluctuations induce
strong fluctuations in the variables which destroy the numerical solution.
The simulation with embedded approach could run just for 800 s until the
maximum temperature crossed the critical temperature of water.
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FIGURE 4.61: Temperature in case of fire beneath the slab

As done in the two ways coupling the AST are compared for the dif-
ferent wall modelling, figure 4.61b. The pure conductive model and the
Comes-HTC embedded model show a good agreement among them and
an error within 15 ◦C. As already propose by Andreozzi [142] the wall’s
conductivity has a small effect on the AST. The different material properties
change the net heat fluxes through the wall and the surface temperatures. If
the difference in the surface temperature are small the difference in the AST
can be negligible. For concrete structures the wall temperatures obtained
with a pure conductive model are not so far from the temperature obtained
with a more sophisticated model, so the AST shows minor difference be-
tween the two cases.

If the conductive model can provide some the temperature distribution
on the surface of the structure, no information are available about the gas
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pressure inside. The more advanced model embedded in FDS allows to es-
timate the pressure distribution along every element and to show its max-
imum value. Using the results obtained from the embedded analysis and
from the one way coupling it is possible to evaluate the differences between
the two approaches, figure 4.62. The pressure distributions are evaluated
after 800 s of simulation. As expected the pressure is higher with the em-
bedded model due to the absence of damage.
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FIGURE 4.62: Gas pressure distribution after 800 s

The pressure in the model without damage is higher, with a maximum
of 0.6659 MPa, but also the distribution is also slightly different. The one
dimensional model doesn’t simulate correctly the pressure rise in the centre
of the slab because the pressure distribution is almost uniform along the
width of the slab. The two dimensional analysis provides a lower pressure
peak in the central region of the slab equal to 0.4635 MPa. On the sides the
pressure has lower values compared to the one dimensional calculation.

The last comparison between the two models is done for the tempera-
ture field inside the slab after 800 seconds, figure 4.63. The comparison of
the temperature field shows a good agreement between the two approaches
which are predicting close temperature peaks on the surface, 373.36 for the
embedded model 380.58 for the one way coupled model, but also the dis-
tribution inside the material. The differences between the two cases are
mainly located on the upper face of the slab where the embedded model
has an adiabatic surface and the Comes-HTC model is exposed to the hot
gasses on the upper face of the slab. The discrepancies near the sides of the
slab are consequence of the simple one dimensional modelling, but figure
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4.63 shows that the one dimensional model is suitable to the calculation of
temperature distributions also in more complex geometries.
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FIGURE 4.63: Temperature distribution after 800 s

The present approach despite its simple implementation, without dam-
age and deformations, is capable to correctly estimate the temperature dis-
tribution in a more complex geometry exposed to fire. The embedded cal-
culation provides a result which is strongly coupled with FDS because the
heat fluxes and the wall temperature are exchanged with at every time step.
However it is clear that the model shows some limits in the estimation of the
gas pressure distribution and in the calculation of the maximum pressure
in the material due to the lack of mechanical damage. The current model
provides directly in FDS an estimation of the maximum pressure inside the
structure and the wall temperature which is in good agreement with the
full model. This can be useful for an initial estimation of the spalling risk
which is directly related with the fire scenario under investigation. The
model however needs further developments in terms of stability above the
critical point of water and in term of structural results.

For a more complete analysis the results obtained with the thermo-
hygral model should be exported to a structural code which is capable to
calculate the whole response of the structure and to provide a comprehen-
sive assessment of the failure risk [140, 141].
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Chapter 5

Conclusions and future works

The present work investigated different numerical models for the simula-
tions of ventilation, fire scenarios and concrete structures exposed to fire.
Longitudinal ventilation and fire scenarios have been simulated with Com-
putational Fluid Dynamic using the code FDS, while the response of the
concrete structure has been evaluated with the code developed at Univer-
sity of Padua Comes-HTC.

Numerical simulation of fire are becoming more popular and widespread
not only in the research but also in the industry. FDS is commonly used for
this purpose because of its specific development, but often the code is used
without previous validation. The first part of this work, chapter 2, deals
with the validation of FDS in different scenarios.

First, the code has been used to simulate the natural convection and
the buoyancy driven flows without involving the combustion process. The
small cavity studied by Ampofo in [62] has been reproduced with FDS sim-
ulations providing interesting results about the velocity field and the tem-
perature distribution. A poorer agreement was found for the evaluation
of the heat transfer coefficient which is modelled in FDS with a simplified
approach, however the case of study is out of the usual field where FDS is
employed, therefore the results have been considered acceptable.

After the first validation, the fire is included in the simulation consid-
ering a fire scenario with natural ventilation. The experiment chosen for
the validation has been carried out by Rinne [68], who burned a liquid pool
of n-heptane in a large room. The FDS simulation predicted temperatures,
CO, CO2, O2, soot concentrations and smoke layer height inside the room
in good agreement with the experimental measurements.

To complete the early validations a fire scenario in tunnel is simulated
in order to study the smoke movement under different longitudinal ven-
tilation conditions, both subcritical and supercritical. The midscale tunnel
investigated by Blanchard in [86] has been chosen since it provides sev-
eral measurements about temperature, velocities and radiative fluxes in
different parts of the tunnel. The comparison of the FDS simulations with
the measurements assesses the capability of the code to predict tempera-
tures and velocities inside the tunnel. However poorer agreement has been
found for the radiative heat fluxes near the fire.

The last validation refers to a midscale tunnel which is different from
a tunnel in real scale. After validation of the fire scenario, FDS is used to
evaluate the reliability of the Froude scaling for fire in tunnels. The tunnel
previously validated is rescaled to the real size, using the Froude scaling
theory and simulated with FDS, later the results obtained in the large scale
are compared with the rescaled results obtained from the small scale test.
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The agreement between the results in different scales shows that the Froude
scaling is suitable for the prediction of temperature field, smoke movement
and velocities for tunnel geometries.

The Froude scaling theory provides all the equations to rescale a fire
scenario and the results from small to large size and vice-versa, but often
the results obtained in small scale tunnels are applied to large scale tunnels
without these fulfilling all the equations of the scaling theory. Further anal-
ysis on the scaling have been carried out changing the thermal properties of
the walls’ materials and comparing the results with the reference case that
has been designed basing on the Froude scaling theory. Two new tunnels
are designed, one with highly conductive walls, made of rock, and the other
with highly insulating walls, covered with insulating boards. The thermal
properties of the walls have an important effect on the gas temperatures, in
particular higher insulation leads to higher temperatures and larger smoke
backlayering. The comparison of the different simulations shows that the
results should be carefully exported from the small scale considering the
effect of the heat losses through the vault in order to don’t overestimate the
thermal losses and underestimate the temperatures and the backlayering
inside the tunnel.

After the initial analysis and validations, the first main topic of this work
is the assessment of the capability of FDS to simulate longitudinal venti-
lation devices, jet fans. The validation of FDS has been done on various
steps, starting from the validation of a nozzle in a small scale tunnel. Mu-
tama measured pressure and velocity distribution inside a tunnel, [111],
this small scale tunnel has been simulated with FDS reproducing the ve-
locities and the pressure profiles. The simulation of this ventilation case
gives important informations about the modelling of the ventilation device
in particular about the turbulence modelling, the nozzle’s geometry, the
grid resolution, but it didn’t allow to assess the capability of FDS to evalu-
ate the intaken air into the tunnel.

In practical problems the tunnel should be modelled considering the
pressure at the portals and evaluating the velocity along the tunnel induced
by the jet fans. With the previous experiment this couldn’t be assessed due
to the lack of information about the tunnel’s boundary conditions. There-
fore a second validation has been carried out in a tunnel in real scale where
the entrainment ratio of the jet fans could be validated. Colella measured
the average velocity in a tunnel equipped with jet fans [31], these have been
turned on and off with different strategies providing results for different
ventilation conditions. With FDS it was possible to simulate the flow field
in the tunnel and to calculate the average velocity for the different ven-
tilation scenarios. The comparison of the numerical simulations with the
measurements shows a good agreement between FDS and the experiment.
Moreover with FDS it was possible to investigate the pressure distribution
along the tunnel and depict eventual inefficiencies in the ventilation design.

The previous validations refer to cold flow cases where the fire is not
involved, while particular attention should be paid also to the performance
of jet fans in case of fire in tunnels. Numerical and experimental studies [8,
18, 30] showed that the fire generates an additional pressure loss in the tun-
nel and reduces the longitudinal flow induced by the jet fan. This velocity
reduction is known as throttling effect and it has been depicted during the
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large scale fire test inside the Memorial tunnel [8]. During the Memorial
tunnel fire test the tunnel has been equipped with jet fans in order to study
the capability of the ventilation to confine the smoke. Different tests have
been carried out with different jet fans activated and different power of the
fire. Numerical simulations of the memorial tunnel have been carried out
in order to reproduce the temperature and the velocity profiles inside the
tunnel as well as the air flow intaken by the jet fans. The simulation shows
a good agreement with the experimental measurements but some discrep-
ancies occur due to a poor modelling of the atmospheric conditions at the
portals. The wind at the south portal of the tunnel affects the smoke move-
ment inside the tunnel when the jet fan are not active and later it reduces the
average velocity inside the tunnel which is slightly overpredicted by FDS.
However the validation of different ventilation scenarios assess the capa-
bility of FDS to simulate correctly the jet fans in both cases with cold flow
and hot flow, taking into account the throttling effect, already investigated
in[30] .

The current validation highlighted the key parameters that need to be
correctly investigated when modelling a jet fan. The grid size need to be
enough refined to predict correctly the velocity decay and to approximate
correctly the geometry of the jet fan. The wall roughness is another impor-
tant parameter for the simulation, this often doesn’t take into account only
the roughness of the wall, but also the effect of the obstacles that are in the
tunnel and that cannot be explicitly included in the model. As seen in the
validation of the Memorial tunnel case the wind at the portal can increase
or reduce the ventilation depending on its direction. This was not consid-
ered in the simulation, but further efforts are required in this direction with
the validation of experiment where wind blows at the portals. Once the
effect of the wind is correctly modelled and validated, its effect should be
considered also in the design of ventilation system. As seen in the previous
validation, neglecting the wind effect FDS overestimates the volume flow
across the tunnel.

The model proposed for the simulation of jet fans has been validated
against different experiments but it can be further developed. The valida-
tion carried out in this work always required several assumptions about
the jet fan performance, such constant discharged volume flow, missing in-
formations about the real geometry and about the secondary flows at the
outlet. A more detailed validation of the machine itself is required in or-
der to reveal which simplifications can be done when jet fans are modelled.
In this work the effect of the swirl was investigated comparing the perfor-
mance of two jet fans, one with axial exhaust and the other with swirl at the
outlet. The results of the simulations show that the effect can be neglected
for tunnel problems, but more accurate investigations are required in this
direction.

The jet fan model after this comprehensive validation can be used to ver-
ify the ventilation strategy that is usually designed with a one dimensional
approach. The advantage of the one dimensional model is the speed of the
calculation, however the model doesn’t simulate explicitly the ventilation
devices, but they are included as a local force. For short tunnel FDS can be
used to simulate the whole geometry including the jet fans, this provides
a better estimation of the jet fan’s performance which consider both the
geometry and the location inside the tunnel. However the computational
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cost of a tunnel simulation is still huge and not only short tunnels need
to be simulated, to tackle this problem a coupled approach with one di-
mensional and three dimensional model could be used. The approach has
been already proposed by Colella coupling an in house built one dimen-
sional code with fluent, [31, 101], the coupled approach has been validated
for cold flow in tunnel. FDS has already the possibility to include HVAC
system in the simulation using a one dimensional model coupled with the
three dimensional model. The HVAC model has not been developed for a
multiscale analysis however there are some examples of multiscale mod-
elling applied to FDS by Vermessi [143] and Ang [102]. The multiscale ap-
proach in FDS is still affected by numerical instabilities, but this approach
is the natural development where the jet fan model can be employed.

The last main topic of this work it the analysis of structures with a fully
performance based approach. The behaviour of concrete structures at high
temperature has already been modelled by Gawin Pesavento and Schrefler
in [35, 37, 42, 45, 125] and implemented in a structural code developed at
the University of Padua. The model includes both heat and mass transfer
in a deformable solid, this model is highly non linear and the properties of
the material are strongly depending on the state of the material and of the
structure itself. The structural model has been usually employed for the
investigation of concrete structures exposed to fire where the thermal input
is imposed based on the temperature curves commonly used in the engi-
neering practice. However the model has been already coupled with CFD
codes in [125, 126] but due to the large development in the fire modelling a
new coupling has been widely investigated.

The coupling between FDS and Comes-HTC requires the interfacing of
a Cartesian mesh with a structured mesh, the discrepancies between the ge-
ometries can induce huge errors in the coupling and create sinks or sources
of energy if the coupling is not correct. The problem has been partially
solved by Silva in [124] combining the adiabatic surface temperature, but
in the current approach the incident heat fluxes are combined together. To
verify the proposed coupling approach several numerical examples have
been carried out showing that the proposed coupling approach is reliable
also for the coupling of non corresponding mesh.

The coupled analysis has been first implemented with a one way cou-
pling approach. A simple slab exposed to fire has been studied under dif-
ferent fire scenarios. In order to highlight the capabilities of the coupled
analysis, different fire scenarios with the same nominal maximum HRR are
compared together showing that both the fluid and the structure are af-
fected by the specific fire. With a coupled approach it is possible to impose
a set of boundary conditions which are directly related to the flow field
around the structure. In particular from the analysis it was clear that the
HRR itself is not a unique parameter which quantifies the risk for the struc-
ture, rather the response of the structure need to be studied as function
of the incident heat fluxes. The first coupled analysis has been done for ge-
ometries which are corresponding in FDS and in Comes-HTC, however this
is not always possible, for instance in tunnels, where the ceiling is usually
rounded.

A fire scenario in tunnel has been later investigated in order to evalu-
ate the structural response of the vault for a more realistic thermal loads’
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distribution. The tunnel has a rounder vault so the geometries are not cor-
responding and the coupled tool has to interpolate the boundary conditions
from FDS to Comes-HTC. Before studying the response of the structure pre-
liminary analysis have been carried out in order to set up a realistic fire
scenario representing a burning coach in a tunnel. For long tunnels it is
not possible to simulate the whole structure with CFD simulations there-
fore it is necessary to consider just a smaller portion. One of the prelimi-
nary analysis evaluates the effect of the length of the modelled tunnel on
the thermal loads on the structure. The second sensitivity analysis evalu-
ates the effect of the fire load height on the thermal input in order to relate
the temperature found in the simulations with the results coming from the
literature. The FDS simulation provides a complete set of boundary condi-
tions which are imposed to the vault of the tunnel. The structural analysis
allowed to evaluate the maximum gas pressure in the tunnel, the stresses
and the temperatures. The comparison of these quantities at different sec-
tions highlights the effect of a non uniform distribution of thermal loads.
However numerical issues prevents from completing the whole structural
calculations which reaches only 638 s, further development are required to
stabilize the calculation and simulate the whole fire scenario.

The approach proposed here is capable to evaluate the response of a
concrete structure starting from the specific fire scenario, the analysis car-
ried out on the slab and on the tunnel show that the thermal input is not
uniform on the structure as usually assumed using engineering curves. As
well the development of the fire in time can be also different depending on
the fire scenario. The analysis previously presented used a one way cou-
pling approach where the boundary conditions from the fire scenario are
imported into the structural calculation whose are not used for the simu-
lation of the flow field. A further verification of the proposed coupling is
necessary in order to see if a more complex two ways coupling is required.

With a two ways coupling approach, the results from the structural cal-
culation are used as boundary conditions of the fluid dynamic simulation.
The process is looped updating the boundary conditions in the two pro-
grams until the simulations in two successive iterations are within a certain
tolerance. The approach is obviously more expensive in terms of computa-
tional time, but the main issue of the coupling can be the correct interfac-
ing from Comes-HTC to FDS. The interpolation process proposed in this
work is usually interpolating the results from FDS and transferring them to
Comes-HTC and it is not designed to transfer the results back. Therefore
in order to verify the two ways coupling the slab exposed to fire has been
used since the geometries in the two codes are corresponding. The two
ways coupling has been performed and it shows that the results of the FDS
simulation are weakly influenced by the results of the structural simulation.
There are some differences in the wall temperatures but these don’t affect
the surrounding fluid. The numerical effort required to couple the Comes-
HTC doesn’t provide any substantial improvement to the final result. The
displacements have been monitored in order to assess if the deformation of
the structure modify the flow field, however the maximum displacement in
Comes-HTC was much smaller the the element’s size used in FDS

The last coupling approach proposed between FDS and Comes-HTC is
done embedding the model for concrete in FDS. In order to call Comes-HTC
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directly inside FDS some simplifications are required because the struc-
tural solver of FDS is implemented with a one dimensional approach. The
Comes-HTC model is reduced from two dimensional to one dimensional
and the linear momentum equations are neglected. With this approxima-
tion the also the mechanical damage is not considered with a consequent
reduction of the intrinsic permeability and a rise in the gas pressure peak.
The embedded model of Comes-HTC inside FDS has been compared with
the two other coupling approaches proposed here. The results show that
the embedded model is capable already in FDS to calculate the wall tem-
perature obtained with the two dimensional structural model. The gas pres-
sure is overestimated with the embedded approach due to the lack of dam-
age, but this can be used as an initial estimation for the spalling risk on the
structure. The embedded model is strongly coupled with FDS and due to
the strong fluctuations in the boundary conditions it is not capable to sim-
ulate the concrete above the critical temperature of the water. The current
approach requires further development regarding the stability of the code
at very high temperature.

The coupled analysis of concrete structure has been proposed here for
two dimensional structures. This hypothesis is well suited for tunnel’s ge-
ometry, but it cannot be extended to generic structures, therefore one of the
future steps for the coupled analysis is the extension of the structural code
Comes-HTC from two dimensional to three dimensional. This allows to
include inside the model not only concrete but also the reinforcement bars
which are usually present in the structure.

The other future development that is required in order to improve the
coupled analysis is the implementation of an immersed boundary method
in FDS which allows to draw not only squared surfaces but also rounded
geometries.

Parts of the work of this thesis have been already published by the au-
thor in [144–150]
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Appendix A

Velocity distribution for a jet
fan with swirl

The swirl component has been calculated basing on the assumptions about
the blade design and on the efficiency of the machine. The present calcula-
tions show how the velocity triangles are obtained staring from the design
variable of the jet fan.

Given the thrust of the jet fan the rotation speed and the volume flow
rate it is possible to calculate the velocity distribution upstream and down-
stream the rotor. The thrust of the jet fan is equal to the integral of the
pressure on the two sides of the fan, equation A.1.

T =

∫
A

(pout,f − pin,f )dAfan =

∫
A

(pout,r − pin,r)dArotor (A.1)

For sake of simplicity it is assumed that the force produced by the rotor is
equal to the force produced by the fan. The pressure rise on the rotor is
related to the equations of Bernoulli, so the pressure difference is related to
the specific work exchanged between fluid and machine and to the swirl
component of the fluid.

pin
ρ

+
u2in
2

+ ∆Hfan −∆Hloss =
pout
ρ

+
u2out

2
(A.2)

Integrating both sides of the equations over the area of the rotor the
pressure difference can be written as function of the velocity components
and of the losses.

T =

∫
A

u2in
2

+ η∆Hfan −
u2out

2
dA (A.3)

where η is the efficiency of the machine which must be estimated since the
energy losses are not known at the design phase of the machine. Equation
A.3 doesn’t make any assumption on the velocity inside the machine. In
order to relate the velocity components at the inlet and at the outlet of the
rotor it is necessary to impose a relation between the velocities at the inlet
and at the outlet. One of the possible distributions of velocities is the free
vortex distribution, which imposes an uniform specific work ∆Hfan along
the span of the blade and a constant velocity across the rotor. With these
assumptions, and assuming an axial inflow, equation A.3 can be written as

T =

∫
A
η∆Hfan −

u2t,out
2

dA (A.4)
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The efficiency of the machine is assumed, while the other two terms of the
integral need to be calculated. The integral on the area can be written as
function of the radius considering the machine axis symmetric and know-
ing the radius of the hub and of the tip of the blade.

T = ρ

∫ rtip

rhub
η∆Hfan −

u2t,out
2

2πrdr (A.5)

The tangential component of the velocity can be written as function of the
specific work made by the machine.

ut,out =
∆Hfan

ωr
(A.6)

Equations A.5 and A.6 can be combined together as unique function of the
radius.

T = ρ

∫ rtip

rhub

η∆Hfan −
1

2

(
∆Hfan

ωr

)2

2πrdr (A.7)

Solving the integral as function of the radius it is possible to write:

T = 2π

[
η∆Hfan

r2tip − r2hub
2

− 1

2

(
∆Hfan

ω

)2

(ln(rtip)− ln(rhub))

]
(A.8)

The specific work done by the machine can be now calculated knowing the
thrust of the fan, the efficiency, the dimensions and the rotation speed.

∆H2
fan

(
πρ
ln(rtip)− ln(rhub)

ω2

)
−∆Hfan

[
πρη

(
r2tip − r2hub

)]
+ T = 0 (A.9)

Solving the equation of the second order it is possible to calculate the ∆Hfan

and the tangential component of the velocity along the span of the blade.
The axial component of the velocity is calculated basing on the volume flow
crossing the jet fan and on the area of the rotor.
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