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Abstract 

 

Background: Two hypotheses were tested regarding the characteristics of children with 

mathematical learning disabilities (MLD): (i) that children with MLD would have a “core deficit” in 

basic number processing skills; and (ii) that children with MLD would be at the end of a 

developmental continuum and have impairments in many cognitive skills.  

Methods: From a large sample (N=1,303) of typically-developing children, we selected a group 

definable as having MLD. The children were given measures of basic number processing and 

domain-general constructs. Differences between the observed sample and a simulated population 

were estimated using Cohen’s d and Bayes factors. Receiver operating characteristic curves were 

plotted and the area under the curve was computed to ascertain the diagnostic power of measures.  

Results: Results suggest that the differences between the MLD and control group can be defined 

along with general characteristics of the population rather than assuming single or multiple “core 

deficits”. None of the measures of interest exceeded the diagnostic power that could be derived via 

simulation from the dimensional characteristics of the general population.  

Conclusions: There is no evidence for core deficit(s) in MLD. We suggest that future research 

should focus on representative samples of typical populations and on carefully tested clinical 

samples confirming to the criteria of international diagnostic manuals. Clinical diagnoses require 

that MLD is persistent and resistant to intervention, so studies would deliver results less exposed to 

measurement fluctuations. Uniform diagnostic criteria would also allow for the easy cross-study 

comparison of samples overcoming a serious limitation of the current literature. 
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Introduction 

The literature on developmental dyscalculia, and on mathematical learning disabilities has been 

dominated in the past by two main hypotheses: (i) the core deficit hypothesis of domain-specific 

numerical acuity, magnitude representation or number sense (Butterworth, 1999; Dehaene, 2011; 

Piazza et al., 2010); and (ii) the domain-general hypothesis (Geary, 2004; Passolunghi & Siegel, 

2004). In previous studies the frequent use of terms such as “developmental dyscalculia” or 

“mathematical learning disability” (MLD) largely reflected these two hypotheses and attempted to 

describe different clinical profiles of children with math difficulties. On the one hand, researchers 

assumed the existence of pure developmental dyscalculia on the grounds of specific endogenous 

impairments in basic number processing. On the other hand, the MLD term was used for children 

with impairments in mathematics and general cognitive deficits (not specific to numerical 

processing) in working memory, visuospatial processing or attention, for instance (Price & Ansari, 

2013; Rubinsten & Henik, 2009). 

The core deficit hypothesis stemmed from the observation that infants (Izard, Dehaene-

Lambertz, & Dehaene, 2008; Piazza, Izard, Pinel, Le Bihan, & Dehaene, 2004), like other animal 

species (Cantlon & Brannon, 2005; Hauser, Tsao, Garcia, & Spelke, 2003), can discriminate 

between small and large numerosities. This prompted the suggestion that a specific deficit in the 

ability to discriminate numerosities could cause pure developmental dyscalculia (Butterworth, 

1999; Mazzocco et al., 2011). Other studies focused instead on a more specific weakness in 

symbolic (Arabic digits) magnitude discrimination ability (De Smedt, Noël, Gilmore, & Ansari, 

2013; Mussolin, Mejias, & Noël, 2010). Within this framework, a recent meta-analysis (Schwenk et 

al., 2017) found that children with developmental dyscalculia showed longer response times than 

typically developing controls in symbolic magnitude comparison tasks (Hedges’ g = 0.75; 95% CI 

[0.51; 0.99]) whereas group differences were not that expressed in non-symbolic magnitude 
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discrimination tasks (Hedges’ g = 0.24; 95% CI [0.13; 0.36]). The study concluded in favor of the 

diagnostic importance of the symbolic rather than the non-symbolic magnitude discrimination task. 

As for the domain-general hypothesis, many researchers (Geary, 2004; Passolunghi & Siegel, 

2004) studied the cognitive profiles of children with MLD, based on the assumption that cognitive 

impairments in attention, short-term memory, working memory, or executive functions would 

contribute to explaining the mathematical difficulties observed in children with MLD. A recent 

meta-analysis (Peng, Wang, & Namkung, 2018) examined cognitive deficits in children with MLD 

(including phonological processing, processing speed, short-term and working memory, 

visuospatial skills, attention and executive functions). It concluded that individuals with MLD show 

varying degrees of impairments in different cognitive skills. Deficits in processing speed and 

working memory seem to be the most salient and stable cognitive markers of MLD.  The study 

showed that the observed deficits in the various cognitive domains depended on diverse study 

parameters such as comorbidity in participant groups, screening methods, severity of MLD, and 

age, and the authors highlighted the discrepancies in the criteria used for selecting MLD (Peng et 

al., 2018). 

In fact, past studies have adopted widely varying criteria when diagnosing MLD (Devine, 

Soltesz, Nobes, Goswami, & Szucs, 2013; Murphy, Mazzocco, Hanich, & Early, 2007). For 

example, percentile cut-offs ranging from the 35th (Geary, Hamson, & Hoard, 2000) to the 10th 

percentile (Murphy et al., 2007) and using mathematical performance equivalent to children one or 

two years younger (Shalev, 1997; Temple & Sherwood, 2002). In addition, not all studies actually 

tested children with a previous clinical diagnosis; some simply selected children with a low 

achievement profile from larger typically-developing samples (i.e., by using only psychometric cut-

offs). Table 1 summarizes the characteristics of the samples in the studies included in the two 

above-mentioned recent meta-analyses (Peng et al., 2018; Schwenk et al., 2017). See also in Table 

S1 for further details of the criteria used.  
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Table 1 about here 

 

Based on those recent meta-analyses (Peng et al., 2018; Schwenk et al., 2017) some important 

characteristics of previous research are worth summarizing: a) 88% of studies used only 

psychometric cut-offs but no clinical diagnosis to select MLD children from larger typically-

developing samples; b) studies used extremely diverse selection criteria, in both studies considering 

children with or without a previous clinical diagnosis (see Table 1); c) 39% of studies had weak 

statistical power (N≤20), most likely overestimating effect sizes characterizing between-group 

differences (Szucs & Ioannidis, 2017). Considering the above observations, it is unlikely that the 

available scientific literature provides a clear picture of the cognitive profile of children with MLD. 

From a clinical perspective, the DSM 5 (American Psychiatric Association, 2013) suggests 

criteria for diagnosing children with MLD (cf. Footnote 1). Although “specific learning disorders” 

have been combined in the light of a dimensional approach, it is still possible to specify which 

subdomains of learning are impaired in MLD. The manual suggests using the term “specific 

learning disorder with impairment in mathematics” with reference to MLD. According to the DSM 

5 criteria, for individuals to be diagnosed with a specific learning disorder (such as MLD), they 

should show symptoms of the corresponding impairments for at least six months despite specific 

interventions targeting their difficulties. Specific learning disorders occur in children with average 

intellectual abilities and produce lifelong impairments in activities reliant on certain learning skills. 

Although the DSM 5 recognizes that any cut-off used to differentiate between individuals with and 

without specific learning disorders is arbitrary, they recommend considering scores at least 1.5 SD 

below the mean on standardized tests. The manual also specifies that not only psychometric cut-

offs, but also the other criteria it mentions (e.g. the persistence of impairments despite specific 

interventions) should be met.  
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In the current study we addressed the diagnostic problems discussed above by taking a novel 

analytical approach. Our main question was whether any core deficit can be observed in MLD 

children or whether they simply reflect the characteristics of the general population. Using cut-offs 

commonly adopted in the literature we identified 47 children with MLD and 895 control children 

from a sample of 1,303 children. To see whether describing MLD groups requires information that 

cannot be inferred from the general population we adopted a simulation procedure. In step one, we 

computed the standardized differences between MLD cases and controls along each measure of 

interest. Then, excluding children with MLD, we simulated a large population that reflected the 

same set of correlations between all the variables as measured in our sample. We again computed 

the standardized differences between the simulated MLD cases and controls for all variables. 

Finally, we compared the standardized differences between the observed and simulated MLD cases. 

A discrepancy between observed and simulated cases would indicate that examining specific groups 

provides more information than examining the characteristics of the general population.  

To further formalize the above we computed a Bayes factor for each measure of interest. We 

call our null hypothesis (H0) the ‘Dimensional Hypothesis’. According to H0 participants are 

distributed over a multidimensional space and those with MLD are positioned at the most extreme 

coordinate positions along some dimensions of this space. That is, MLD children would not show a 

marked discontinuity relative to the whole sample. We call our alternative hypothesis (H1) the ‘Core 

Deficit Hypothesis’. According to H1 the MLD group would have some core deficit, that is, this 

group would be markedly distinct from the characteristics of the sample population. That is, MLD 

status could not be explained by simply being at extreme positions along some dimensions. Finally, 

we calculated the area under the ROC curve (Area Under the Curve: AUC) (Robin et al., 2011), to 

establish how much basic number processing and domain-general measures contributed to 

distinguish cases of MLD from controls, in terms of their diagnostic power. 
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Methods 

Participants 

The data were gathered as part of a larger research project. A subset of the data is reported in 

Caviola, Colling, Mammarella, and Szűcs (2020). We tested 1,303 children from 73 different 

classes in three different school years (Grade 2: N = 435; Grade 4: N = 408; Grade 6: N = 460). 

Children with incomplete data, apart from the Weber fraction (which cannot always be calculated), 

were excluded from any further analyses. Children with intellectual disabilities have been excluded. 

However, those with other neurodevelopmental disorders were not excluded, but our ethical 

constraints prevented us from obtaining details of their diagnoses. We selected two groups of 

children using the inclusion and exclusion criteria commonly adopted in previous research. For 

inclusion in the MLD group, we considered a cut-off corresponding to the 10th percentile (Murphy 

et al., 2007) of the scores for mathematics performance; exclusion criteria were scores lower than 

one SD below average for reading performance or fluid intelligence. The “control” group included 

all remaining children in the sample, with the exclusion of those with a score lower than one SD 

below average in mathematics or reading performance or fluid intelligence. Based on these criteria, 

47 (Mage = 121.68, SD = 19.97; 18 M) children were classified as belonging to the MLD group, and 

895 (Mage = 120.11, SD = 21.00; 461 M) were classified as controls. Thus, we used data from 942 

children here. The study was approved by Padova University’s ethics committee on psychology 

research. The written informed consent of parents or guardians was obtained for all children before 

any data collection. The supplementary material contains further details of our sample.  

  

Materials 

A full description of the symbolic, non-symbolic magnitude comparison and working memory 

tasks used in this study is available in the Supplementary materials. Here we provide an abbreviated 

account. 
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Math and reading achievement 

Math achievement. Ability in mathematics was assessed by means of the standardized tasks 

available in the AC-MT batteries (Cornoldi & Cazzola, 2004; Cornoldi, Lucangeli, & Bellina, 

2012). Different components of mathematical ability are assessed by mean of different subtests. The 

following subtests were used for the analysis: approximate calculation (i.e., the child has to indicate 

the closest approximation of a calculation result among a series of alternatives); retrieving 

combinations and numerical facts; complex mental and written calculation; transcoding (i.e., the 

child has to write down in Arabic format a series of numbers that the experimenter speak aloud). 

The reliability was good for all subtests, as the test-retest correlation coefficients range .70 < rs < 

.79 for grades 2 and 4, and.72 < rs < .83 for grade 6. 

Reading task. Reading speed was assessed by mean of standardized tasks from a clinical battery 

for the assessment of Developmental Dyslexia and Dysorthographia-2 (DDE-2) (Sartori, Job, & 

Tressoldi, 1995). Two subtests were used. The first consisted of a real word reading task, while the 

second subtest consisted of a pseudo-word reading task. The reading speed in syllables per second 

from the two subtests were used (reliability measures are r > .77). This choice was made because 

Italian is a transparent language, and thus errors are relatively less frequent. 

Mathematics and reading scores were derived as factorial scores from a confirmatory factor 

analysis (CFA) model combining mathematics and reading measures (multigroup CFA model for 

MLD vs control participants was performed and it suggested both configural and metric, albeit not 

scalar, invariance; all details are reported in the Supplementary material–results section). 

Fluid intelligence 

Reasoning ability. As a measure of nonverbal fluid reasoning, we used the Cattell Culture Fair 

Intelligence Test (Cattell & Cattell, 1981). It consists of four series of items, each of which must be 

completed in a limited time. The series of items include: series completion, odd-one-out, matrices, 
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topology. Each series presents items of increasing difficulties. The whole Cattell task includes a 

total of 46 multiple-choice items ( = .66).  

Magnitude representation/comparison 

The following tasks were administered using the Psychtoolbox for Matlab (Brainard, 1997) on a 

laptop computer. 

Non-symbolic magnitude comparison task (ANS task). A non-symbolic magnitude comparison 

task was used to measure the children’s approximate number system. This task was previously used 

by Szűcs and colleagues (Szűcs, Devine, Soltesz, Nobes, & Gabriel, 2013). In this task, the children 

are required to compare the numerosity of two sets of black dots presented on a white background. 

Specifically, they must tell which of the two sets contains a larger number of dots. To do so, they 

must press either one of two buttons on the keyboard (i.e., the one on the same side of the larger set). 

A total of 160 trials were presented in a randomized order. One of the two dot arrays contained 16 

dots while the other dot array contained a smaller (i.e., 8, 10, 12, 13, or 14 dots) or a larger (i.e.,18, 

20, 22, 26, or 32) number of dots. Thus, the dot patterns differed by ratios 0.5, 0.62, 0.74, 0.81 and 

0.88. The trials were presented in randomized order. Moreover, in half of the trials the numerical and 

visual information (specifically, convex hull) was congruent, while in the other half it was not. Each 

trial started with a fixation cross presented for 1000 ms, followed by the stimulus. Stimuli disappeared 

as soon as a response was given by the child. An interstimulus interval of 500 ms was used between 

trials. Twenty practice trials were administered before the 160 experimental trials. In keeping with 

Szűcs et al. (2013), we calculated the average task accuracy, the response times, and the Weber 

fraction (w), as the final scores. Since the presentation was brief and not counting strategy was 

possible, it was expected that most variability would come from accuracy and the Weber fraction (w), 

while response times would not be much informative. The internal consistency, measured with the 

Cronbach’s alpha calculated on the subtotals divided by ratio, was good, α = .97 for RT, α = .87 for 

accuracy. 
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Symbolic magnitude comparison (SNC) task (Dénes Szucs, Devine, Soltesz, Nobes, & 

Gabriel, 2014). In this task, children are presented with one Arabic digit in the middle of the 

computer screen, and they are required to rapidly indicate whether it is smaller or larger than 5 (by 

pressing a different button on the keyboard). The digits are differently classified as follows: close to 

5 (digits 4 and 6, also named “distance-one condition”, because they differ by only one from 5) or 

far from 5 (digits 1 and 9, also named “distance-four condition”, because they differ by four 

positions from 5). During the presentation, a fixation marker is shown for 200 ms and it is followed 

by a 1000 ms pause. Subsequently, the digit is presented on the screen. After the response is given, 

or after a maximum of 3000 ms, the digit disappears from the screen. An interval of 400 ms was 

placed between trials. Eight practice trials were administered before the experimental trials. The 

latter consisted of two blocks of 40 trials each. As the final scores, we calculated: the overall task 

accuracy, the average reaction times (RTs) and the distance effect in both accuracy and RTs. Since 

the stimuli are very simple (i.e., single digits), it is expected that accuracy would approach ceiling, 

and that task variability would come mostly from RT data. The internal consistency, measured with 

the Cronbach’s alpha calculated on the subtotals divided by digit, was good, α = .97 for RT, α = .73 

for accuracy.  

Working memory 

We used two simple memory span tasks to assess short-term memory: a word span task that 

involved verbally repeating increasingly long series of words; and a matrix span task to measure 

spatial short-term memory, in which the children had to recall the different positions of blue cells 

appearing briefly on a grid shown in the middle of a screen. Two tasks were used to assess working 

memory, one dual verbal and the other a dual spatial task (Giofrè, Mammarella, & Cornoldi, 2013) 

that involved concurrently performing a primary and a secondary task, which necessitated 

manipulating as well as recalling the stimuli. These tasks were administered using E-Prime 

Professional Software 2.0 (Psychology Software Tools, Inc., Sharpsburg, PA). 
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Simple-span tasks. We used two short-term memory (STM) span tasks, which were originally 

adapted by Giofrè and colleagues (Giofrè, Mammarella, & Cornoldi, 2013). The verbal STM task 

consisted of word span task in which the child is required to repeat a series of words presented 

orally at a rate of 1 item per second. The series are presented with an increasing level of difficulty, 

i.e., from the shortest (2 item) to the longest one (8 items). Words must be repeated in forward order 

and no time limit is imposed ( = .70). The spatial STM task consisted of a matrices span task 

(adapted from Hornung, Brunner, Reuter, & Martin, 2011). The children must memorize and 

subsequently recall the positions of coloured cells that appear briefly (1 sec) in different positions 

on a 4 x 4 grid presented in the middle of the screen. After the presentation the children must use 

the mouse to select the locations corresponding to the previously seen coloured cells. The number 

of coloured cells in each series ranged from 2 to 8 ( = .83). 

Complex-span tasks. Two dual tasks were used to measure WM (Engle, 2010). Both are 

characterized by the request to concurrently perform a primary and secondary task. The verbal WM 

task consisted of several series of word lists presented aurally. Each series included an increasing 

number of word lists, each of which was composed by four medium-to-high frequency words. The 

length of the series ranged from 2 to 6 word lists, and there were 3 sets of series for each series 

length (for a total of 15 series). As the primary task, the child was required to recall the last word of 

each list within the presented series (immediately after the completion of that series), in forward 

order. As the secondary task, the children were asked to press the space bar every time they heard 

an animal noun among the presented words. The final raw score is the number of last words 

correctly recalled in the right order, and it ranges from 0 to 60. This task showed adequate 

psychometric properties ( = .69) and good predictive power (Giofrè et al., 2013).  

The spatial WM task was adapted from Mammarella and Cornoldi (2005), and it consisted once 

again of a matrices span task. The structure of the task resembled that of the verbal WM task, but 

using spatial material. The matrices were composed by a 4 x 4 grid of empty cells, and they were 
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presented on the middle of the computer screen. In all matrices, seven cells were grey, and nine 

cells were white. The task consisted of a series of lists of matrices. As for the verbal WM task, the 

number of to-be-remembered items increased from 2 to 6, and there were 3 sets of series for each 

series length. The task was organised into sets of two grids in which a black dot appeared and 

disappeared on the grid. In each set, the children had to press the spacebar if the dot was presented 

on a grey cell while at the same time remembering the last position of the dot (i.e., the third position 

for each set). The final raw score is the number of last dot positions correctly recalled in the right 

order, and it ranges from 0 to 60 ( = .82). 

 

Procedure 

The children were tested at their own school, in three sessions held between the end of January 

and May 2018. Children were tested once in groups and twice in individual sessions. Group 

sessions were used for administering the Fluid intelligence task and some subtests from the Math 

achievement batteries (according the administration manual). The order of test administration was 

counterbalanced across classes. Following the group session, two individual sessions, lasting 

approximately 50 minutes each, were used for administering the Reading tasks, the remaining tasks 

of the Math batteries, and all the computerized tasks (two Magnitude comparison tasks and four 

Working memory tasks). Both paper-and-pencil and computerized tasks were equally divided and 

counterbalanced across the two individual sessions. 

 

Data analysis 

In step one, we calculated the standardized difference (Cohen’s d) between the MLD and control 

groups for each variable of interest (accuracy in distinguishing symbolic and non-symbolic 

magnitudes, verbal short-term and working memory, spatial short-term and working memory). 

Cohen’s d and its 95% Bayesian credible interval (BCI) were calculated using the MCMC sampling 
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algorithm implemented in the “brms” package (Bürkner, 2018) in R. For each variable, we fitted a 

linear model with group as the predictor and the measure of interest as the response variable. The 

posterior distribution of Cohen’s d was calculated as the ratio between the group coefficient 

(equivalent to the between-group difference) and the SD of the residuals (equivalent to the pooled 

SD). Default non-informed priors were used, so the point estimates of Cohen’s d were exactly the 

same as those obtained via analytical calculation. 

In step two, we estimated the same series of standardized differences under the hypothesis that 

the MLD group simply reflects the global characteristics of the sample population. We simulated a 

very large population (N = 1,000,000) that reflected the exact same set of Pearson’s correlations 

between all the variables measured in our sample of children. In this phase, children previously 

placed in the MLD group were excluded to avoid any inflated correlations (see Tables S6 and S7 in 

the Supplementary materials – results section - showing that this had a negligible effect on the 

correlations, however). We set all simulated variable distributions to reflect the same asymmetries 

and kurtoses as those seen in our sample. To simulate data that matched both the correlation matrix 

and the vectors of asymmetries and kurtoses, we used the “simulateData” function of the “lavaan” 

package of R (see Supplementary material for details on the efficacy of the simulation). To 

calculate the simulated standardized differences, we repeated the same procedure as in step one on 

the simulated sample, using the exact same categorizing criteria (based on cut-offs) to identify 

simulated MLD and “control” groups. 

To assess the “dimensional” hypothesis that the characteristics of the MLD group simply reflect 

the characteristics of the population after selection criteria have been applied, we can consider the 

discrepancy between the observed and simulated Cohen’s d values. The larger the discrepancy, the 

more the variable is likely to be associated with MLD in a way that cannot easily be inferred from 

the characteristics of the general sample population.  
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We used a t-test-like approach to quantify how strongly the data support the “dimensional” 

hypothesis H0 as opposed to the “core deficit” hypothesis H1 (in other words, the notion that MLD is 

characterized by core deficits that cannot be anticipated under H0). We adopted a procedure that 

resembles the “ttestBF” function of the “BayesFactor” package (Morey & Rouder, 2015) in R. For 

each variable of interest, we computed a Bayes factor (BF) to compare the likelihoods of the 

standardized difference being observed under each hypothesis. H0 was modelled as a normal 

distribution centered on the simulated Cohen’s d. The standard deviation for the H0 model was 

derived from a bootstrap distribution with 10,000 iterations on our observed sample (calculating 

Cohen’s d under H0 at each iteration). The model for H1 was similar to the one used in the above-

mentioned “ttestBF” function, i.e., it was modelled as a Cauchy distribution with the location 

parameter set to the same value as for the H0 model, and a scale parameter of √2/2. There is 

consequently more support for H1 the greater the distance of the observed values from the central 

H0 point. The models were fitted using the “brms” package in R and compared using its 

“bayes_factor” function, which enabled us to calculate both univariate BFs (i.e., on models 

separately fitted on each variable), and a multivariate BF for models simultaneously including all 

dependent variables of interest. 

In addition, we calculated the AUC (Robin et al., 2011) for each variable of interest to ascertain 

their discriminatory/diagnostic power with regard to the MLD group as opposed to the control 

group. The AUC indicates how a continuous variable performs as a binary classifier, and it is 

especially useful in diagnostic settings. We calculated the AUC with the “auc” function of the 

“pROC” package in R, which uses the trapezoidal rule (as is generally the case for AUC). Using the 

AUC has the following advantages: it directly expresses diagnostic power; and it is robust against 

normality violations because it is calculated on non-parametric ROC curves. 

We used the following rules to interpret the effect sizes: for Cohen’s d, any value up to around 

.50 (medium effect size) was interpreted as unlikely to indicate that the variable of interest 
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represents a “core deficit” in the MLD group; a “core deficit” should coincide with a large 

standardized difference, e.g., a Cohen’s d >.80. Note that, under normality, a Cohen’s d of .80 

corresponds to an AUC of about .71, which is still of limited use as a diagnostic classifier (it would 

only identify around 70% of true-positives, while it would also generate around 38% of false-

positives). See Zhu et al.(Zhu, Zeng, & Wang, 2010) on how to interpret AUC sizes. 

 

Results 

 

All variables were standardized by school year, using the means and SDs calculated in our 

sample of children. This was done to eliminate any difference relating to level of schooling. 

Supplementary results reported descriptive statistics (Tables S21 to S5), correlations among 

variables, as well as asymmetry and kurtosis of each variable (Table S6) 

Standardized differences and diagnostic power 

Figure 1 shows the Cohen’s d values observed for all variables of interest, along with the 

simulated Cohen’s d values and the Bayes factors (BF) that quantify the likelihood of H1 over H0. A 

BF of more than 1 provides evidence to support H1, while a BF of less than 1 is in favor of H0. We 

interpreted any BF between 1/3 and 3 as indicating only “anecdotal” evidence, and BFs beyond 

those limits as indicating “moderate” (or stronger) evidence (Lee & Wagenmakers, 2013). 

Figure 1 about here 

Figure 1 shows that virtually the entire cognitive profile of standardized differences supports the 

Dimensional Hypothesis. In other words, practically every single standardized difference between 

the MLD and control group reflects the way in which the cognitive variables are related with math, 

reading, and fluid intelligence scores in the non-MLD population. This is evident by the fact that for 
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almost all variables, the observed (black dots with error bars) and simulated (empty circles) 

Cohen’s d values were remarkably similar. The BFs supported the Dimensional Hypothesis (i.e., 

H0) with at least a “moderate” degree of evidence in all but three cases (and even in these cases it 

pointed in favor of H0). Two of these relative exceptions were “Spatial STM” and “Spatial WM”. 

They were even less impaired in the MLD group than predicted under the dimensional hypothesis, 

however, so they could not be defined as core deficits. Lastly, “Accuracy symbolic” was the only 

variable that may come close to deserving the definition of a core deficit (i.e., a deficit that is large, 

and larger than predicted under a dimensional hypothesis). “Accuracy symbolic” was a strongly 

skewed variable, however, with a clear ceiling effect, so in principle it may not be appropriate as a 

psychometric measure because it is biased, measuring differences only in the very lowest portion of 

the distribution. The evidence was nonetheless against H1 even for this variable.  

In short, none of the variables considered revealed large standardized differences between the 

two groups (Cohen’s d was always below .70), and none of these differences deviated from those 

predicted under a purely Dimensional Hypothesis (ΔCohen’s d never exceeded .25). The 

multivariate BF was < .0001, indicating extremely strong evidence in favor of H0 at the multivariate 

level. 

Figure 2 shows the AUCs for all the variables measured. The AUC is reported, both as observed 

and as predicted under the dimensional hypothesis. All AUCs are below .70, indicating a weak 

diagnostic power for all variables. There were also no major discrepancies between the observed 

and simulated AUCs, again supporting a dimensional interpretation. 

Figure 2 about here 

 

Discussion 
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In this study we aimed to examine whether differences between typically-developing children 

and those with MLD (identified by means of psychometric cut-offs without a clinical diagnosis) 

reflect global characteristics of the population considered as a whole (Dimensional Hypothesis), or 

whether the MLD group is characterized by core deficits that cannot be inferred from the global 

parameters that describe the rest of the population (Core Deficit Hypothesis). We also aimed to test 

the diagnostic power of basic number processing (i.e., non-symbolic and symbolic magnitude 

comparison tasks) and domain-general measures (i.e., verbal and visuospatial short-term and 

working memory) in the diagnosis of MLD. 

After selecting cases of MLD from a large sample of children by using psychometric cut-offs 

and employing widely accepted criteria (Murphy et al., 2007), we simulated a very large population 

that reflected the characteristics of the remaining sample. We computed Cohen’s d expressing the 

difference between the MLD and “control” groups for a series of variables of interest, for both the 

observed sample and the simulated population. Our findings suggested that none of the measures of 

basic number processing or domain-general abilities could identify “core deficits” in our children 

with MLD. Rather, all differences between the MLD and control groups were more likely to reflect 

the global characteristics of the population sampled (see also Peters & Ansari, 2019 for an opinion 

paper). As in previous studies, the discrepancy between the MLD and the control group was the 

largest in symbolic magnitude comparison accuracy (De Smedt et al., 2013), and in working 

memory measures, especially in verbal working memory (Peng et al., 2018). 

To test the diagnostic power of basic number processing (i.e., non-symbolic and symbolic 

magnitude comparison tasks) and domain-general measures (i.e., verbal and visuospatial short-term 

and working memory), we used the AUC (Robin et al., 2011) as a binary classifier to see how much 

each measure of interest enabled us to distinguish cases of MLD from controls. Our findings again 

suggested that none of the measures of interest were good classifiers of children with MLD (and 

none substantially exceeded the diagnostic power that could be inferred by means of a simulation 
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from the general population). In fact, none of the basic number processing measures (i.e., non-

symbolic and symbolic magnitude comparison tasks) considered in our study, previously linked to 

putative core deficits in children with MLD (Butterworth, 2011; De Smedt et al., 2013; Mussolin et 

al., 2010), exceeded an AUC of .70, indicating weak classification performance (Zhu et al., 2010). 

Our findings seem to suggest that looking for a “core deficit” in children with MLD is simplistic 

(Astle, & Fletcher-Watson, 2020). Individuals with MLD may have deficits in both basic number 

processing and in domain-general cognitive skills, but neither of these are necessarily present. From 

another perspective, math performance may correlate differently with various basic number 

processing and domain-general measures in the general population, and the cognitive profile seen in 

MLD may simply reflect this set of correlations after specific psychometric selection criteria have 

been applied. This is the clear message emerging from our results. Hence, rather than comparing 

artificially created subgroups it may be more fruitful to position children in a multi-dimensional 

measurement space including both domain-general and domain-specific measures (Szűcs, 2016). 

According to this view MLD children would occupy different moderate to extreme positions in this 

smoothly changing (without abrupt changes predicted by core deficit models) multi-dimensional 

space. Different cognitive impairments in children with MLD could then vary as a function of 

comorbidity, severity of the disorder, age, and possibly other factors too, which need to be 

investigated more thoroughly in further studies (Peng et al., 2018).  

A limitation of our study is that we tested a large sample of children and used widely accepted 

criteria (psychometric cut-offs only) to demonstrate that groups of children selected in this way 

reflected the characteristics of the whole population sampled. However, ideally, we should have 

also tested a large group of children already with a clinical diagnosis of MLD, using the same basic 

number processing and domain-general measures. Including such a group would have allowed us to 

conclude with greater certainty about the presence or absence of core deficits in children with 

persistent mathematical deficits. Thus, based on our findings we want to enforce the importance of 
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study MLD more in depth. Further studies should apply our simulation approach to confirm our 

findings in children with a clinical diagnosis of MLD. Another limitation is that we cannot exclude 

that the MLD population may include sub-populations characterized by different, independent 

deficits. This would violate dimensionality in a way that cannot be detected by our analyses. Future 

research could investigate this hypothesis using cluster and latent profile analysis. Correctly 

detecting the number of latent classes in LPA requires no less than several hundred observations, 

regardless of the assumptions or method used, even with between-class separations as large as 

Cohen’s d = .8 (Tein et al., 2013).  

In summary, our study mainly demonstrated that the psychometric cut-off procedure commonly 

adopted to identify MLD children in principle leads to the same conclusions than just considering 

the whole population and examining the properties of children at the extreme positions of diagnostic 

variables. In fact, selecting MLD groups in the common way provides inferior results because of the 

overestimation of the effect sizes due to the typically low sample sizes (Szucs & Ioannidis, 2017). It 

is notable that although, the DSM-5 (American Psychiatric Association, 2013) suggests criteria for 

identifying children with MLD, previous research studies were highly inconsistent in selecting 

children with MLD. This is unfortunate given that ideally researchers and clinicians should 

investigate the same populations, in order to reach conclusive findings. A substantial difference 

between children diagnosed by psychometric cut-offs and those diagnosed by clinical diagnosis is 

the presence of significant deficits interfering with both academic and daily-life activities in the 

latter. Moreover, according to the DSM 5, these deficits should be persistent (see also Mazzocco & 

Mayers, 2003). In other words, obtaining weak math performance in a single assessment does not 

necessarily mean that a child really shows a specific learning disorder. Notably, the clinical 

diagnosis of MLD requires that children show sustained (at least 6-month long) and treatment-

resistant MLD. For this reason, the criterion of the persistence of deficits in math performances 

should be considered in selecting children with MLD, in order to advance research in this field.  
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Thus, our findings offer a new starting point for future research in the field of MLD. First, the 

criteria offered by the international diagnostic manuals should be used for identifying children with 

MLD. It is particularly important to consider the persistence of impairments despite tailored 

interventions. A dimensional approach should also be used to study children with MLD, 

considering the presence of comorbidities within specific learning disorders or with other 

neurodevelopmental disorders. Risks and protective factors, and changes in symptoms over the 

lifetime should also be investigated. Though more expensive in terms of time and resources, studies 

with larger samples should be conducted to increase statistical power, to produce more precise 

population-level effect size estimates, to lower the risk of overestimating effect sizes and to avoid 

detecting falsely statistically significant findings (Gelman & Carlin, 2014; Szucs & Ioannidis, 

2017).  

In conclusion, the present study suggests that using only psychometric cut-offs to distinguish 

groups of children with MLD from typically developing children is a suboptimal approach that is 

unlikely to further advance our knowledge about MLD. Diagnosing MLD groups this way may 

simply result in MLD groups reflecting the structure of cognitive abilities (i.e., the overall set of 

correlations among cognitive variables) observed in the typically developing population. Future 

research should focus either on typical populations or on samples of MLD with a more 

comprehensive clinical diagnosis, following shared and recognized criteria, such those suggested by 

the international diagnostic manuals. 
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Footnotes 

1 - From this point on, we use the term MLD to refer children with specific learning disorders with 

impairments in mathematics, without distinguishing between MLD and developmental dyscalculia.  

2 - It is worth noting that previous research based on the assumption of general cognitive deficits in 

MLD never expected to find a core deficit. That is why we considered some general cognitive 

measures, such as short-term and working memory, for comparison in the present study. 
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Table 1 

Summary of the characteristics of MLD samples in the studies included in two recent meta-analyses 

(Peng et al., 2018; Schwenk et al., 2017)  

 MLD samples with 

previous clinical 

diagnosis 

MLD samples with no 

previous clinical 

diagnosis 

Number of studies 11/90 (12%) 79/90 (88%) 

Testing the core deficit hypothesis 2/11 (18%) 18/79 (23%) 

Testing the domain general hypothesis 9/11 (82%) 61/79 (77%) 

Number of participants   

N ≤ 20 4/11 (36%) 31/79 (39 %) 

N ≥ 21, < 40 5/11 (46%) 21/79 (27%) 

N ≥ 40 2/11 (18%) 27/79 (34%) 

Math criteria for selecting MLD groups   

Math scores ≤ 10th percentile (or 1.5 SD) 4 /11 (37%) 14/79 (18%) 

Math scores ≤ 15th percentile (or 1 SD) 0/11 20/79 (25%) 

Math scores ≤ 25th percentile 5/11 (45%) 29/79 (37%) 

Other criteria 2/11 (18%) 16/79 (20%) 

Other abilities controlled for   

Reading skills 10/11 (90%) 59/79 (75%) 

IQ 11/11 (100%) 55/79 (69%) 
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Figure 1. Observed Cohen’s d (black dots) between children with MLD and controls, for all variables of interest. Error bars represent 95% BCI of 

the observed Cohen’s d. Violin plots represent their posterior distributions (using default priors). Empty circles represent Cohen’s d simulated under 
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the dimensional hypothesis. Bayes factors (BF) approximate the relative likelihood of the data under the alternative (core deficit) hypothesis over 

the null (dimensional) hypothesis, both when analyzed separately for each variable (univariate BF) and in the multivariate model. 

Note. Non-symbolic magnitude comparison task: Weber fract. = Weber fraction; RT non-sym. = response times in non-symbolic magnitude 

comparison task; Acc. Non-sym. = task accuracy. Symbolic magnitude comparison task: RT Dist. Eff. = distance effect in response times; Acc. 

Dist. Eff. = distance effect in accuracy; RT sym. =average response times in the symbolic magnitude comparison task; Acc. Sym. = proportion of 

correct responses in the symbolic magnitude comparison task. Working memory tasks: STM verbal = accuracy in the verbal short-term memory 

task; WM verbal = accuracy in the verbal working memory task; STM spatial = accuracy in the spatial short-term memory task; WM spatial = 

accuracy in the spatial working memory task. 
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Figure 2. Black dots represent the observed area under the ROC curve (AUC), indicating the 

diagnostic power of each variable of interest as a binary classifier of group (MLD vs control). Error 

bars represent 95% confidence intervals computed with 10,000 stratified bootstrap replicates. 

Empty circles represent the same AUC simulated under the dimensional hypothesis. Chance level is 

AUC = .50. 

Note. Non-symbolic magnitude comparison task: Weber fract. = Weber fraction; RT non-sym. = 

response times of non-symbolic magnitude comparison task; Acc. Non-sym. = task accuracy. 

Symbolic magnitude comparison task: RT Dist. Eff. = distance effect in response time; Acc. Dist. 

Eff. = distance effect in accuracy; RT sym. =average response times in the symbolic magnitude 

comparison task; Acc. Sym. = proportion of correct responses in the symbolic magnitude 

comparison task. Working memory tasks: STM verbal = accuracy in the verbal short-term 

memory task; WM verbal = accuracy in the verbal working memory task; STM spatial = accuracy 

in the spatial short-term memory task; WM spatial = accuracy in the spatial working memory task. 

 

 

 

 


