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On a Class of Objective Priors from Scoring
Rules (with Discussion)

Fabrizio Leisen*, Cristiano Villa', and Stephen G. Walker*

Abstract. Objective prior distributions represent an important tool that allows
one to have the advantages of using a Bayesian framework even when information
about the parameters of a model is not available. The usual objective approaches
work off the chosen statistical model and in the majority of cases the resulting prior
is improper, which can pose limitations to a practical implementation, even when
the complexity of the model is moderate. In this paper we propose to take a novel
look at the construction of objective prior distributions, where the connection
with a chosen sampling distribution model is removed. We explore the notion
of defining objective prior distributions which allow one to have some degree of
flexibility, in particular in exhibiting some desirable features, such as being proper,
or log-concave, convex etc. The basic tool we use are proper scoring rules and the
main result is a class of objective prior distributions that can be employed in
scenarios where the usual model based priors fail, such as mixture models and
model selection via Bayes factors. In addition, we show that the proposed class
of priors is the result of minimising the information it contains, providing solid
interpretation to the method.

Keywords: calculus of variation, differential entropy, Euler—Lagrange equation,
Fisher information, invariance, objective Bayes, proper scoring rules.

1 Introduction

With the ever increasing popularity of Bayesian methods, attributable largely to the
advent of Markov chain Monte Carlo methods and other sampling techniques, the need
for default, otherwise known as objective or noninformative, priors is also in demand.
Model based objective priors, such as the reference prior (Berger et al., 2009) and
Jeffreys prior (Jeffreys, 1961), are commonly used when available. However, as models
become larger and more complex, so it is that such priors are becoming more difficult
to obtain, if not altogether unavailable. Indeed, it is our contention that model based
objective priors have now reached their natural ceiling with little progress or advances
in recent years.

Our observation is that limits to the progress in the research on objective priors
is connected to their improperness. In fact, with very few exceptions, objective priors
are improper. Although this may not represent a problem, as long as the posterior is
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proper, it causes severe limitations to the use of objective prior distributions. Indeed, the
improperness of objective priors is the main motivation which brought us to investigate
a novel approach to derive objective priors. A thorough discussion of the problems
that improper priors cause can be found in Kass and Wasserman (1996), where they
illustrate issues such as incoherence, strong inconsistencies and nonconglomerability,
dominating effect of the prior, inadmissibility, marginalisation paradoxes and improper
posteriors. Although all points are undoubtedly important, it is probably the last issue
that requires careful consideration. The main concern is that, as of today, general results
that allow one to assess if a given improper prior yields a proper posterior are yet to
be found. Research has progressed on a case by case basis; for example, see Ibrahim
and Laud (1991) for the use of Jeffreys prior in generalised linear models, extended to
overdispersed models of the same kind by Dey et al. (1993), Natarajan and McCulloch
(1995), Berger and Strawderman (1993), and Yand and Chen (1995). More recently,
Rubio and Steel (2018) describe general conditions to use improper priors for linear
mixed models with longitudinal and survival data. As one would expect, the task of
assessing posterior properness becomes more onerous the more complex the model is.
But, even for simple models, the risk is high; as, for example, the discussion in Vallejos
and Steel (2013) about the use of the Jeffreys rule prior for the Student-¢ regression
model, derived in Fonseca et al. (2008), shows.

In this paper, we investigate constructing objective prior distributions that are not
model dependent and based on the sole knowledge of the parameter space, say, ©. As
such, the connection between the prior distribution, p(6), and the likelihood function,
f(+10), is limited to the common parameter space only.

Therefore, the prior p(f) using only © loses the connection with the subjective com-
ponent f(:|f) and could be argued as a consequence to be more objective. Conversely,
model based priors, such as the Jeffreys prior (Jeffreys, 1946, 1961) or the reference
prior (Berger et al., 2009), necessarily include the subjective choice of the model. In
fact, models are by and large misspecified and, consequently, model based priors are
propagating this misspecification. So, while a model based prior reinforces the connec-
tion between the misspecified model and the prior itself, a prior that depends on the
parameter space loses only the connection.

The method we propose to derive a novel class of objective priors is based on defining
a scoring rule as a combination of the log-score and of the Hyvdrinen score (Parry et al.,
2012). We then seek a prior such that the above score, say S(,p), is constant, that is

S(0,p) = constant V6 € ©. (1)

We show in Section 3 that the density p satisfying (1) identifies a class of objective
priors. Furthermore, we show in Section 4 that the density p(#) solving (1) minimises
the information in the prior as measured by a combination of the Shannon information
and the Fisher information. As a result of these equivalent approaches, we show that
the objective prior p(f) is obtained by solving the following differential equation:

p'®) 1 {p’(f))

p(®) 2 190

} =1+ logp(0). (2)
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Our prior is the class of solutions to the differential equation (2). The class allows us to
include constraints such as properness, convexity and being decreasing, among others.

The development of objective priors is thoroughly reviewed in Consonni et al. (2018).
The idea is that in a scenario where prior elicitation is not feasible, or not desirable, a
prior distribution can be formed through structural or formal rules (Kass and Wasser-
man, 1996). The most popular objective prior is Jeffreys prior (Jeffreys, 1946, 1961),
who proposed a prior distribution for continuous parameter spaces which is invariant for
one-to-one transformations of the parameter space. Although in scenarios where there
is only one parameter of interest, Jeffreys prior yields sensible posterior distributions.
However, in cases where the parameter space has a dimension of two or more, the prior
is known to yield posteriors with poor performance (sometimes giving paradoxical re-
sults, such as the marginalisation paradox, see Stone and Dawid (1972)). In such cases
the priors are taken to be independent. Although other more general invariance priors
have been proposed, such as in Dawid (1983), Hartigan (1964) and Jaynes (1968), the
reference prior of Bernardo (Berger et al., 2009) represents an alternative to Jeffreys
prior. A limitation of reference priors is sensitivity to the order of importance of param-
eters; this issue and possible solutions have been discussed in Berger et al. (2015). Other
objective priors proposed include that of Box and Tiao (1973), based on data-translated
likelihoods, and maximum entropy priors, see, for example, Jaynes (1957, 1968). As dis-
cussed in Kass (1990), these priors turn out to be very restrictive. Another important
class of objective priors are the probability matching priors, first proposed in Welch
and Peers (1963). The aim is to obtain a prior distribution under which the posterior
probabilities of certain regions coincide with their coverage probabilities, either exactly
or approximately. Recent developments of this method can be found in Sweeting et al.
(2006) and Sweeting (2008). A different method, based on information theoretical con-
cepts, has been proposed by Zellner and Min (1993), giving the so called maximal data
information prior. Possibly, the most recent development in defining prior distributions,
although not strictly in an objective sense, is discussed in Simpson et al. (2017). The
idea is to identify the parts in a complex model that require subjective input, while the
remaining parts can be associated with non-informative priors. It is important to point
out that objective priors derived from scoring rules have been proposed in the recent
work of Giummole et al. (2018). A final consideration is reserved for discrete parameter
spaces, whose systematic discussion can be seen to be generated by the paper of Rissanen
(1983). The lack of general methods, due to the challenges that discreteness imposes,
has been filled by Berger et al. (2012) first, and by Villa and Walker (2015) later.

It is known that for a mixture model Jeffreys prior can only be found under specific
conditions, as studied in Grazian and Robert (2018), for reasons identified, in part,
by Titterington et al. (1985). Also, standard objective priors are problematic in model
comparison since Bayes factors depend on the arbitrary normalizing constants of im-
proper prior. Though, special solutions have been proposed, for example, by O’Hagan
(1995) and Berger and Pericchi (1996). Further discussion of these contexts is contained
in Sections 6.1 and 6.2, where solutions provided by our approach are explored. There
are other examples where the use of improper priors is challenging. For example, Kass
and Wasserman (1996) discuss some issues related to their use in hierarchical modelling.
Also, paradoxical results may appear, such as the marginalisation paradox (Stone and
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Dawid, 1972) or the Stein’s paradox (Bernardo and Smith, 1994). For more examples,
see Stone (1976) and Syversveen (1998).

The paper is structured as follows. In Section 2 we give an outline of the idea and
discuss a simple introductory example. In Section 3 we introduce the foundations of the
proposed prior on the basis of scoring rules and their properties. An interesting aspect of
the prior based on scoring rules is its interpretation in terms of the information content
carried by the prior itself. This aspect is explored in Section 4. In Section 5 we present the
objective priors concentrating on © = (0, 1), (0,00), (—o0,+00) and (—M, M), for a fi-
nite M, as well as on a multidimensional space. The implementation of the prior for some
specific applications is presented in Section 6 where, in addition, we explore some prop-
erties of the proposed prior. Finally, Section 7 is dedicated to some concluding remarks.

2 Qutline of the idea

Here we illustrate two key motivating examples, in particular in relation to the use of
improper priors, and give an intuitive description of the core ideas of this work.

The key to our idea is to consider a loss function (0, p(6)) which penalizes for each
6 € © a choice of a prior density p(#). The objective criterion is then based on the idea
of finding the class of p which makes (6, p(6)) constant. For obvious reasons, the loss
function should have the following property

/ 10, p(0))q(0) 0 > / 16, 4(6))q(0) do, 3)

for all ¢’s representing a density for the 6. In other words, if a “true” density for 0 exists,
the expected loss should be minimised when such a density is chosen. The condition
in (3) identifies a particular class of loss functions, known as proper scoring rules. One
way of interpreting (proper) scoring rules is as loss functions that measure the quality
of a quoted density p for an uncertain quantity 6; see, for example, Parry et al. (2012).
We indicate a proper scoring rule by S(6, p), and we ask it to be constant for all § € ©.
So we set
S(0,p) = constant Ve,

and the densities satisfying the above equality identify a class of objective priors. We
set the constant to 1 and show later that this choice is without loss of generality. The
criterion defining this class of priors is clearly objective, for if the scoring rule were not
constant, some parts of the space © would be given preference above others.

As discussed in Parry et al. (2012) a scoring rule is defined as local if it depends on
the density function p(-) only through its value at 6, that is p(6). Holding the above
definition, we have that any proper local scoring rule is equivalent to the log score,
—log p(0), also known as the self information loss function. However, the above scoring
rule is not suitable to us, for if we set —log p(f) = constant, we only achieve p(6) x 1,
and the result is not interesting. Hence, we extend the score function to include the first
and second derivatives of p(); a natural extension, in our opinion.

Thus, we consider additionally the Hyvérinen scoring rule (Hyvérinen, 2005) which
makes use of the first two derivatives of p, written as p’ and p”. We then have a scoring
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rule S(#,p) which has two components; the log score and the Hyvérinen score. Finding
solutions to S(6,p) = 1 will now involve solving a second order differential equation
and we obtain the class of prior through the two constants connected with the two
derivatives. Multivariate versions of the scoring rule criterion we are proposing, and
corresponding solutions, are discussed in Section 3.

Parry et al. (2012) describe a larger class of score based on the first two derivatives;
see (39) in their paper. In the second order case these are based on an Euler-Lagrange
equation which itself is based on a measure of information of the form [[p/(6)]F/
[p(0)]*~1df for k = 2,3, .... The only widely recognised information occurs with k = 2;
the Fisher information and the corresponding score coincides with the Hyvérinen score.
Hence, we use this. A connection between our scoring rule criterion and information
is made through an alternative formulation through variational methods, which is dis-
cussed in Section 4.

3 Priors from scoring rules

Let us consider a quantity of interest, @, which can take values in the space © C R¥. The
fundamental argument behind objective prior distributions is that they should represent
a state of actual or alleged prior ignorance about the true value of 8. Several criteria
have been proposed to select such a prior, all of which assume that a probabilistic model
generating the data (given #) has been chosen. What we propose is to avoid this choice
and derive a prior depending on © only. The idea is to measure the quality of the prior
p with a proper scoring function, say S(6, p), and require it to be constant, as discussed
in the Introduction.

Definition 1. A density p with respect to the Lebesque measure on ©, is objective (in
accordance with commonly accepted meaning of the expression) if S(0,p) = constant for
all 0 € ©, where S is a proper scoring rule.

The constant here is unimportant and we can take it as 0. Any constant works —
effectively it becomes 0 once the normalizing constant for p has been established.

Before proceeding we provide a brief discussion on scoring rules. Scoring rules are
proper if f® S(6,p) q(0) dd is minimized at p = ¢ and local if it depends on p only
through the value p(6). The unique proper local scoring rule is the log score, defined as

Sp(0,p) = —logp(0).

Parry et al. (2012) extend the local property to m-local, in that now S(6,p) depends
also on the I-derivative p()(#), for 0 < I < m. In particular, for m = 2, there is the
Hyvérinen scoring rule, (Hyvarinen, 2005), given by

1
Sin(6,p) = Alogp(6) + 5[V log p(6)

In Section 4 we will illustrate the connection of the Hyvarinen scoring rule to Fisher
information. Our choice of scoring rule following our reasoning in Section 2, and with
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the weighting factor, is

k 92p /002 k ) 2
= —wlogp(f)+ L(49) — %Z (M(9)> .

=1 P =N P

That this is a proper scoring rule is derived from the fact that it is the sum of two proper
scoring rules. It is also clearly 2-local. Previously, priors have been sought based solely
on log p; for example, the reference prior, and the math becomes unnatural as a con-
sequence. On the other hand, including higher derivatives yields well defined solutions
to optimization procedures. That we set this score to 1 for all § is done without loss of
generality, as we shall see later on. That we understand this to be an objective procedure
is evident from the fact that no part of © is being given preference; the loss at 6 for our
choice of p(#) is the same for all §. For, if S(#,p) did depend on 6 then we argue that
this could only be driven by information; i.e. parts of © space are preferential to others.

Predominantly, throughout the paper, we will be using the choice of w = 1. After
all the value of w is a calibration issue between the two scores; i.e. to put them on a
comparable scale. The reason for w = 1 is that for the benchmark standard normal
density function, i.e. p(f) x e*%92, the difference between the scores Sp and Sy is a
constant (i.e. does not depend on ), and so one does not end up dominating the other,
only for w = 1.

Hence, we see that the objective prior, p(f) o exp{—u(6)}, is obtained by solving
the following differential equation:

Pu 1 ( ou )2
S (B~ W
= o005 2 = 00;
To derive the solution, we have the following result.

Theorem 3.1. The solution to (4) is given by, for j =1,... k,

ou
5, = +\/ere"® — 201+ u(@)/k (5)
for some suitable constants ¢ = (c;) and a specified value of u at some point; e.g.

u(0,...,0).

Proof. Solving the differential equation (4) is equivalent to solving the following differ-

ential equation;
k k

8vj 1 2
Zvj%:i Vi + uw, (6)
Jj=1 Jj=1

having defined v; = Ju/09;. It is now seen the solution is given by (5). This follows
since

8vj 11
UGy %30,
J

and note that ¢;e* — 2w/k = v} 4 2wu/k. Therefore (6) holds. O

(cje* —2w/k)
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The missing pieces in (5) are ¢ = (¢;) and say u(0), the constants of integration.
Note that, the initial value u(0) (together with the constant ¢) is required to ensure
the existence and uniqueness of the solution. We will see how to complete these when
we look at illustrations in Section 4. In general, as the solution depends on the above
arbitrary constants, our method provides a class of solutions, where some are proper
and some are improper and, more general, where the priors will have some assigned
properties via specification of (¢, u(0)).

We also note here that we do not need the normalizing constant for p and neither
do we need to find an explicit solution for u, and p, beyond (5). The reason for this is
that we can find an accurate solution via numerical methods; i.e. if we have u(6) at a
particular 6 value, then we can evaluate

Oou 1 ,0% 9
w(® +¢) =u(f) + 6/%(9) + §€’W(0)6 + o(|e]?)
for small €, and the Gu/96 and 9?u/06? are available explicitly, combined with the ease
of obtaining higher derivatives if needed. From here we can evaluate p(6).

To ease the reader into the proposed prior, we illustrate the following simple example,
where the parameter space is © = (—M,+M). Here we discuss an explicit solution to
the equation v/ (f) = £+/cev(®) — 2(1 + u(h)), which is (5) where we have set w = 1 and,
as the parameter space is unidimensional, k£ = 1. If we set ¢ = 0 then for a solution to
exist we must have 1 4+ u to be negative. Consider a prior on © = (—M,+M) for some
finite M. With ¢ = 0 we have the solution for u in the form 1+ u() = —3 (6 — p)? for
some . Hence, p(f) x exp {%(9 - M)Q}, which will provide a proper density on ©.

A more general solution p(6) o exp {4 w(§ — )} arises when we take the more
general form of score function; i.e. S(0,p) = wSL(0,p) + S (0, p), providing interpre-
tation for the score weighting parameter in this case. Plots of such p(f) depending on
w are presented in Figure 1, with M = 2.

B
SN

U
N
I
o
N
N oo

Figure 1: Prior for the parameter space (—2,2) with weights w = 1 (continuous black
line), w = 2 (dashed red line) and w = 5 (dotted blue line).
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4 \Variational problems and solutions

Here we provide an alternative derivation of (4) using information theory, specifically
entropy information and Fisher information. We show that the p solving (4) can also
be regarded as a density carrying minimal local information. This material then is to
provide support for the solution to (4) being an objective prior.

The entropy information (negative entropy) of a density function p is given by
I(p) = [p(0)logp(6) dh, which is related to Shannon’s entropy and is equal to nega-
tive the expected self-information loss. In addition to Ig(p), we consider a measure of
the information in the density p known as Fisher information, given by

h@:/i%iwaﬂw%%bwﬁfd&

See, for example, Bobkov et al (2014).

Now consider I(p) = Ig(p) + 3Ir(p) and the aim is to find the p which min-
imizes I(p). Recalling variational methods (Rustagi, 1976), if we wish to minimise
f; L(6,p,p’)df, a necessary condition for a local extremum of the integral of the La-
grangian L(6,p,p’) is that

oL d JL
TS @
dp  do oy

Minimising f: L(6,p,p’) dO reduces to the classical calculus of variation problem where
we want to extremize the integral of the function

1p'(6)?
LO,p,p) == + p(0) log p(h).
0.0.0) = 5255 +2(0) logp(6)
The solution to the extremal problem, if it exists, is obtained from the Euler-Lagrange
equation, given by (7). According to page 44 of Rustagi (1976), if L(p,p’) is strictly
convex on (0,00) X (—oo, +00), and p satisfies the Euler equation, then p is a minimum

of f; L(6,p,p’) d8. Now L(p,p’) is strictly convex if the matrix

%L/ 0p? 0% L /0pdp’
H =
&*L/opdp’ L/A(p')?
is positive definite.

Theorem 4.1. A minimum satisfying the Fuler—Lagrange equations is given by the p
solving the differential equation p' = £p+/c/(ep) + 2logp, for some suitable c.

Proof. Calculations give
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where k = p’/p. This is easily seen to be a positive definite matrix; the eigenvalues are
given by

1 9 1

=2+ k7) £ Z(2+/~62)2—1 ,

1
p |2

which are positive.

Then (7), after some elementary algebra and differentiation, leads to the differential
equation (2), which we report here for convenience,

PO 1 {p’(G)
p(0) 2 p0)

which is the same as (4). O

2
} =1+ logp(h),

This differential equation has the solution derived in the previous section. It is
interesting that the Euler-Lagrange equations are solved by precisely the same p solving

(4).
It might be thought that we would need the constraint [ p(f)dd = 1, that is to

consider L(6,p,p’) + A(p), i.e. to include a Langrange multiplier. However, any ensuing
differences are covered by our note in Section 5.

5 Mlustrations

Before proceeding with some illustrations and applications, it is important that we
discuss two aspects of the proposed class of priors within the boundaries of Objective
Bayes: i.e. uniqueness and invariance.

It is important to discuss uniqueness and flexibility associated with objective priors.
It is widely acknowledged that a prior representing total ignorance is elusive, and it
might not even be possible to obtain in principle, see Bernardo and Smith (1994). As
a consequence, any prior distribution, objective or not, must out of necessity provide
some knowledge about something, and this “something” is not necessarily unique. For
example, given a particular problem, the corresponding objective prior over a given
parameter space could be proper or improper; differentiable everywhere or not; convex;
log-concave; etc. In other words, a prior can be objective and exhibit desirable features
of choice without impinging on subjective components relating to information.

So while we will be introducing a Bayesian objective prior criterion, it does not lead
to a unique prior, rather to a class of priors, where some desirable features may or may
not be included. We believe that this level of flexibility is a point of strength of the
proposed approach, making it adaptable to different scenarios, including those where
model based priors do not work.

Another fundamental point of discussion about prior distributions and, in particu-
lar, objective prior distributions, is invariance. Indeed, Jeffreys’ rule to derive a prior
distribution for the parameters of a given model is based on an invariance requirement,
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in particular on invariance under one-to-one reparameterisations. Also, other common
objective priors, such as reference priors, have been shown to be invariant and the same
apply, for example, to the priors in Simpson et al. (2017).

Here we discuss invariance from two opposite perspectives: that it is not important,
and that it is important. Before discussing this apparent contradiction, we need to point
out that we define the objective prior by setting the scoring rule equal to a constant,
that is S(0,p(0)) = constant, is invariant under location transformations.

The question is whether lack of invariance has any practical implications given that
only one parameterisation will be used. Current model based objective procedures are
bound to throw away some coherence properties to achieve invariance, see Kass and
Wasserman (1996). However, our point is that there is no practical consequence of
any relevance arising from the lack of invariance, given that, as mentioned above, a
single parameterisation will be used. For example, in the case the chosen model is the
normal density, one either considers the precision parameter or the variance parameter,
not both. And whichever parameterisation is used, our claim is that the corresponding
objective prior is adequate for the purpose to which it has been assigned.

The above points of discussion are concerned with the perspective that invariance
is not important. To consider the opposite point of view let us assume that there is a
canonical parameterisation for the model f(-|#). Certainly, for most models the set of
parameters for which priors would be assigned is obvious. For example, the exponential
family has

f(26) = hiz) exp {65 Tj(x) — A(6)
j=1

with § = (61,...,0,) being the canonical parameterisation. We can then define the
canonical objective prior for statistical model f(-|0), 6 € O, as pe(f) = ];:1 pe, (05),
where © = ®§:1®j. Then, any transformed prior can be obtained in the usual way
involving variable transformations; that is p(¢) = |J| pe(0(¢)), where J is the Jacobian
matrix for the transformation.

To illustrate the proposed method we consider three common parameter spaces in the
unidimensional case and one in the multidimensional case. In particular, we consider
the space for a parameter representing a probability, that is ©® = (0,1), the space
© = (0, 00), usually representing the support of scale parameters, and the support for
(location) parameters © = (—o0,+00). The space © = (—M, M), for some finite M,
has been illustrated in Section 3. As an illustration for the multidimensional case, we

consider the bidimensional parameter space (0, 00)?.

5.1 One dimensional parameter space

The aim here is to solve (7) for particular motivated choices of (¢, u(0)), equivalently,
(¢,p(0)) or (p'(0),p(0)). In fact, the solutions to the Euler-Lagrange equations are many,
and the choice of the two constants (¢, u(0)) will then determine a unique solution.
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u(6)

Figure 2: Plot of numerical solutions for u, panels (a) and (b) with, respectively, u(3) =
1.1 and u(%) = 1.14; plot of the normalised prior density obtained by setting u(3) = 1.14

(c).

Now there is the flat solution for all © in (4) given by p(€) o 1. This is achieved
by setting ¢ = 2 and u(0) = 0. However, in each of the settings of © considered we
can find alternate priors with particular features. So, e.g. for ® = (0,1) we ask that
p(0) = p(1) = 0 and for © = (0, 00) we ask that p is convex and decreasing.

Case ® = (0,1) Here we consider the u function, recall p < e~*, and so for p(0
1
2

p(1) = 0 we require u(0) = u(1) = cc. For additional symmetry, we can take u ()
and taking ¢ = 2 as the extremal value, we have

W =v2y/et —1—u 9>%,
W =—V2Ver —1—u 0<%.
1

Note there is a discontinuity in the derivative of u at § = 1. As u(%) increases it is
that «(0) and u(1) got to co. A plot of u is given in Figure 2a for u(35) = 1.1 and for
u(%) = 1.14 in Figure 2b. For these figures we used a grid of 1000 either side of 6 = %
to obtain the numerical solutions. In the latter case, the corresponding density for p is
presented in the right plot of Figure 2c.

o

)
>

It is also possible to obtain a prior that mimics Jeffreys’; that is, a distribution that
has spikes at & = 0 and 6 = 1 with the lowest value at 6 = % This is done by simply
inverting u: i.e. set u = —u in the above prior.

Case ©® = (0,00) For a prior defined on the space (0,00) we require a specific shape
property for p (convex and decreasing) and then take extremal values for the ¢ and
u(0). This property is common to most objective priors on (0,00). Thus, since p’ < 0
we require v’ > 0 and so u’ = /ce* — 2(1 4+ u), and for v’ to exist for all u we must
have ¢ > 2. Thus, as an extremal value, we take ¢ = 2.

For the prior to be convex we require p”’ > 0. Now p’ = —u'p implying p”" =

p{(v)? —u"}. Therefore, p is convex when (v')? > «”. From (6) and (5) we have
2

(W)? = ce" —2(1 4 u) and v’ = Lce* — 1, and hence we are interested in the u(0) for
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which ¢ = 2 > 2(1 4+ 2u)e ™ for all u; i.e. (14 2u)e ™ < 1 for all u. Given that the
function (1 + 2u)e™® is maximum, with a value of 1.31, at u = %, and u is increasing,
since u’ > 0, we need u(0) > 2 and (1 + 2u(0))e=*(?) = 1, again as an extremal value.

Solving this gives a value for u(0) of approximately 1.31.

In the next result we show that v’ is bounded away from 0, and this will have
important consequences for the properness of p.

Lemma 1. It is that v’ is bounded away from 0.

Proof. To show this we need to show that e* —1—u is bounded away from 0 for v > u(0).
This follows trivially since e* — 1 — u > $u? > Ju(0)% O

The result of Lemma 1 has also the implication that p is a proper density function.
To show this, we require Gronwall’s inequality (Gronwall, 1919). This inequality states
that, if f and g are real valued functions on © = (0, 00), g is differentiable on int(0),

and ¢'(t) < g(¢t) f(¢) for all t € © then g(t) < g(0) exp{f(;t f(s)ds}.
Lemma 2. If p(0) < oo, it is that p(0) < p(0)e~Y, and hence p is proper.

Proof. Since p’ = —u’ p and we have u’ > € for some € > 0, it is that p’ < —ep. From
Gronwall’s lemma, with f(¢t) = —e and g = p, we have that

0
p(6) < p(0) exp{—/o d}

and hence the proof is complete. Il

To have a graphical image, in Figure 3a we plot the prior using the approximation
available via a numerical solution to the differential equation for p. Note that this is the
unnormalised p.

p(6)
p(6)
I

4
000 002 004 006 008 010

Figure 3: Plots of the prior on (0,00) with ¢ = 2 and u(0) = 1.31 (a). Plot of the
positive half of the prior on (—o0, 00), obtained by symmetrising the first one and make
it differentiable at the origin (b). Both densities are normalised.
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Figure 4: Surface plot of the prior for the bidimensional parameter space © = (0, 00)2.

Case ® = (—oo,+00) A solution here is a symmetric version of the case © =
(0, +00), which will represent a proper prior. On the other hand, if we ask that p is
smooth at the origin, i.e. p’(0) = 0, then we need u/(0) = 0 and hence we must take
(c,u(0)) to satisfy ce“(®) = 2 + 2u(0). If now we take ¢ = 2, then u(f) is a constant,
resulting in a flat (improper) prior for p.

For a proper prior here one could take u(0) to be small, say u(0) = 0.01 and then
to take ¢ = 2{1 4+ u(0)}/ exp{u(0)}. We computed numerically the right side; i.e. the
(0, 00) side, for p, which is shown in Figure 3b.

To make the value of u(0) more diverted, we could equally set a motivated choice for
p(0) = 1/(0+/27), corresponding to a normal density with zero mean and variance o2.

5.2 Multidimensional parameter space

Here we consider the bidimensional parameter space © = (0,00)2, thus 6 = (1, 62).
As discussed in Section 3, the prior will have the solution p(8) o exp{—u(@)}, with the
partial derivatives as in (5) and additional parameters ¢; and c¢s. It is sensible to expect
the marginal priors p; (61) and p2(02) to be as the prior for the 8 = (0, 00) case discussed
above. We can then set 4(0,0) = (1.31,1.31) and ¢; = ¢o = 2. The bidimensional prior is
obtained using the bivariate Taylor expansion and, by applying the algorithm described
in Appendix A of the Supplementary Material (Leisen et al., 2019), we obtain the prior
for (0,00)2, which surface is plotted in Figure 4.

6 Applications

The proposed class of priors is illustrated through a simulation study and the discussion
of some practical implementation. Besides two initial simple examples, this section is
dedicated to show the behaviour of the prior for cases where improper priors cannot
be used (i.e. mixture models and model comparison via Bayes factors), while simula-
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tion studies and a real data example are illustrated, respectively, in Appendix B and
Appendix C in the Supplementary Material.

Although we do not have an explicit form for p(6), we can use (5) to calculate it nu-
merically quite easily. In particular, if we know p(€) then we calculate p(6+§6) for small
06, hence setting up the possibility of a posterior estimation process via Metropolis—
Hastings sampling. The algorithm employed is detailed in Appendix A of the Supple-
mentary Material.

To be specific, suppose we are currently at # and the proposal value is 6’. The
acceptance probability is

— mind 1 (O p(#) a(0]9)
‘T {1’ 1(0) p(0) q(9’|9)}’ (8)

where [(0) is the likelihood function, and ¢(6’|0) is the proposal density. The evalua-
tion of p(6")/p(f) in (8) does not represent any particular challenge. In fact, we have
p(0")/p(0) = exp{—[u(0') — u(8)]}, where w is the solution of the differential equation

' =y/cet —2(1 +u). (9)

Equation (9) allows us to evaluate u(0") — u(6) numerically, via

where the derivatives are u/(0) = \/ce®(®) —2(1 +u(f)), u”’(0) = 1ce"® — 1, and
u"(0) = Sce®®/ceu(® —2(1 + u(f)), and so on. Depending on how far ¢’ is from 6 we
can either use the direct approximation just given or otherwise get from 6 to 6’ using
smaller step sizes.

The frequentist performances are illustrated in a thorough simulation study, which is
presented in Appendix B of the Supplementary Material. There, we also show the com-
plete analysis for two single i.i.d. samples, that is where we obtain data from a Poisson
distribution and from a normal density with unknown mean and known variance.

6.1 Mixture models

In this section we discuss the application of the proposed method to a scenario where
objective priors have been notoriously challenging, namely mixture models. Due to
their flexibility, mixtures of probability distributions allow models suitable for complex
data by building on simple components. As an example, consider a mixture of normal
densities,

k
fz) = ijN(xmj,o?), (10)
j=1

where k is a positive integer, including oo, and the (wj, u;,0;) are the collection of
parameters. Even under the scenario when & is known, the reference prior for model (10)
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has yet to be derived, and Jeffreys prior can only be obtained under specific conditions;
see Grazian and Robert (2018). Furthermore, this type of model is subject to other
issues related to non-identifiability and unbounded likelihoods, among others. The issues
mainly arise from the fact that improper priors may not be appropriate as we might not
observe outcomes from every component of the mixture (Titterington et al., 1985). For
example, Grazian and Robert (2018) show that Jeffreys prior is suitable for mixtures of
normal densities only in certain circumstances; that is, when the unknown parameters
are the weights. If the unknown parameters are the means or the variances, then using
Jeffreys prior may lead to improper posteriors. In particular, if the unknown parameters
are the means only, proper posteriors exist only when the number of mixture components
is at most two; while, if the unknown parameters are the variance, or the mean and the
variances, then Jeffreys prior is not suitable for inference. The above issues can be
generalised to apply to any type of mixture model.

Given that the objective prior we propose is proper, it allows to make inference on
the parameters of a mixture density as the yielded posteriors will be proper. As an
illustration, we consider a mixture of three normal densities, where the weights and the
parameters of the components are unknown. In particular, we sample from the following
model

(y|w1,w2,w3,,u1,,u2 /-1‘350.170'27U3 Zw’t ,U’Za 7 (11)

with weights w; = 0.25, wa = 0.35 and w3 = 0.40, means p; = —3.5, uo = 0 and
ps = 2.5, and variances o7 = 0.5, 05 = 0.1 and 03 = 1.2. Note that we have chosen
mixture components that are reasonably distant, so not to be forced to impose any
constraint to overcome identifiability, as the focus of the paper is not in this sense.
However, the implementation of constraints in that sense is straightforward. For the
parameters we have chosen prior independence, where each prior is the prior on the
space (0,1) for the weights, on the space (—o0,00) for the means and on the space
(0,00) for the variances, in agreement with Section 5. The prior on (—o0,00) is the
symmetrised version from © = (0, c0). To ensure properness of the priors for the means
and variances, we have set ¢ = 2 and u(0) = 1.31 (as discussed in Section 5).

We have performed the analysis on two data sets of size n = 100 and n = 250. The
whole details, including histograms of the sample data, description of the algorithm
implemented, as well as convergence diagnostics are reported in Appendix D of the
Supplementary Material.

6.2 Model comparison

Another simple case where objective priors are problematic is in model comparison (or
selection) via Bayes factors. So, if we wish to compare model My = {f1(z|01),p1(61)}
to model My = {f2(z|02),p2(02)}, where both 8, and 5 are vector of parameters with
some elements not in common, then the Bayes factor

[ £1(2181)p1(6:) By
BEe = o) <>d02’
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is, in general, meaningful if the priors assigned to non-common parameters are proper.
If not, then the arbitrary multiplicative constant up to which they are defined do not
cancel and the Bayes factor depends on an arbitrary constant. Solutions to the issue
have been proposed, see, for example, O’'Hagan (1995) and Berger and Pericchi (1996),
however, the resulting procedures are still quite tedious to implement and are limited
to simple models. By and large the above issue stays; however, Berger et al. (1998) give
an exception of the issue. Furthermore, in Dawid and Musio (2015) and Dawid et al.
(2017) the authors propose to make use of homogeneous scoring rules that circumvent
the problem of using improper priors on the parameters.

An example on the application of the proposed prior in model selection is discussed
in Appendix E of the Supplementary Material. There, a Poisson distribution and a
geometric distribution are compared, where the priors are, respectively, of a parameter
space (0,00) and (0,1). As properness is necessary in this context, we have set ¢ = 2
and u(0) = 1.31.

Nested models

When models under comparison are nested, there are particular considerations which
are needed to be taken into account; see, for example, Consonni et al. (2013). The point
is that a diffuse type prior for the larger model will end up lacking focus so that the
mass assigned to the smaller model is too much. However, our argument is that if two
nested models are under comparison, it is essential, at least from a coherent point of
view, to center the larger prior on the fixed part of the smaller one. Let us elaborate.

Suppose f(y|f) for 6 € O, is the larger model and the smaller one is given by 6 € ©
where ©y C ©;. Typically ©; will be a higher dimension to ©y and to get the latter
from the former one fixes a particular value in the higher dimension. To make this
concrete, let us consider Example 2.1 from Consonni et al. (2013), where My : f(y|6o)
is binomial(n, 8y), with 6y = 1/4 fixed, and M; : f(y|@) is binomial(n, ), for which a
prior for 6, p(#), is required. Given the nature of the comparison it is our argument that
p(6) must be centered on 6.

We can adapt quite easily the prior obtained in Section 4, the ® = (0, 1), to be cen-
tered on 1/4 rather than . Without repeating the mathematics, we can take u(1/4) = w

and ¢ = 2 and then
W =v2/et* —1—u 0> 1/4,
u=—2/et —1—u 0 <1/4.

For the illustration of the prior p(6), obtained numerically from u, in Figure 5 we took
w = 1.5.

The proposed prior, centered at 6y = 0.25, is compared with the intrinsic prior in
Consonni et al. (2013), that is

t
p'(0b,t) = > Beta(f|b+ =, b+t — 2)Bin(zlt, 6),

=0
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Figure 5: Numerical solution for normalized p with w = 1.5.

where b = 1 and ¢ = 8. The intrinsic prior defined above is centered at w6y + (1 — w)%,

where w = t/(2b + t), and has behaviour similar to the one in Figure 5, giving the
Intrinsic Bayes Factor in favour of M;

8
Bll+z+yl+t—az+n—y)
Br =Y

B(l+z,1+t—x)0§(1—6y)"v’

=0

where n = 12. A relatively small sample size allows to better capture differences in
the performance of the two priors. Figure 6 shows the posterior probability for M, i.e.
P(Mly) = (1 +1/BF{,)~!. The priors yield model probabilities that are similar; in
fact in both cases the lowest point is at § = 6y and, the more § moves away from 6, the
higher the posterior probability for M;.

6.3 Further properties of the prior

It is important to illustrate how the choices of the constraints u(0) and ¢ impact the
prior; in particular, in terms of mean, variance and tail behaviour.

As a general result, if we need to center the prior at a particular 6y, we can simply

set
u = /ce* —2(1+u) 0> 0,
u = —y/ee —2(14+u) 0 <0y.

See Section 6.2.1. In some cases, for example, when nested models are compared, one
wishes to have a prior distribution with tails that are as heaviest as it is possible; i.e.
suitable for alternative priors. This is achieved by aiming to have a prior for which u’
is as small as possible, thus we can set ¢ to the smallest value for which we can solve
the equation, which is ¢ = 2, if u(0) < 0, and ¢ = 2(1 4+ u(0))e~*©) if u(0) > 0.
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Figure 6: Small sample evidence for the Binomial example. The graph shows the pos-
terior probability for model f(y|f) = Bin(n = 12, 0) using the proposed prior (squares)
and the intrinsic prior (circles).
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Figure 7: Comparison of the prior tail, with ¢ = 2 and different values of «(0), to the
standard normal and the Student-¢ with 1 degree of freedom.

As an illustration, let us consider the case © = (—o0,00), and compare the tail of
the prior distribution to the tails of a normal density and a Student-t with 1 degree of
freedom. For simplicity, we consider only the positive half of the real line. Figure 7 shows
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the comparison of the prior based on scoring rules for ¢ = 2 and for «(0) = (0.1,1.31, 2).
When compare to both the standard normal and the Student-¢ with 1 degree of freedom,
the proposed prior appears to have lighter tails for relatively large values of u(0). In
particular, the higher the value the quicker the prior drops towards 0. On the other
hand, should we select a small value of the initial condition u(0), then the proposed
prior has a more gentle decrease to zero.

To understand the effect of the initial conditions on mean and variance of the prior,
let us start by considering the case © = (0,00). We explore options where both u(0)
and ¢ have increasing values; that is,

u(0) = (0.01,0.05,0.1,0.5,1,1.31,1.5,2,10), ¢ = (2,2.01,2.05,2.1, 2.5, 3,5, 10, 20, 50).

The prior mean and variance are reported in, respectively, Table 1 and Table 2. We see
that when the conditions increase, mean and variance of the prior tend to 0. This is in

u(0)

c 0.01 005 01 0.5 1 1.31 1.5 2 10

2 3.54 182 1.07 023 0.09 0.05 0.04 0.02 5.59E-06
201|163 1.23 090 0.23 0.09 0.056 0.04 0.02 557E-06
205|089 077 064 021 0.08 0.056 0.04 0.02 5.51E-06
2.1 | 066 0.58 051 0.19 0.08 0.05 0.04 0.02 5.43E-06
25 1027 026 023 012 0.06 0.04 0.03 0.02 4.46E-06
3 0.17 0.16 0.15 0.09 0.04 0.03 0.02 0.01 3.60E-06
) 0.07 0.07 0.06 0.04 0.02 0.02 0.01 0.01 2.34E-06
10 | 0.03 0.03 0.03 0.02 0.01 0.01 0.01 0.00 1.11E-06
20 | 0.01 001 0.01 0.01 0.00 0.00 0.00 0.00 5.59E-07
50 | 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.00E-07

Table 1: Mean of the prior distribution over © = (0, 00) for different combinations of
u(0) and c.

u(0)

c 0.01 0.05 0.1 0.5 1 1.31 1.5 2 10

2 0.78 099 0.54 0.10 0.03 0.02 0.01 0.00 2.15E-08
2.01 | 0.88 0.63 0.45 0.10 0.03 0.02 0.01 0.00 2.14E-08
2.056 | 045 039 032 0.09 0.03 0.01 0.01 0.00 2.10E-08
21 1033 029 0.25 0.08 0.03 0.01 0.01 0.00 2.05E-08
25 1012 011 0.10 0.04 0.02 0.01 0.01 0.00 1.54E-08

3 0.07 0.06 0.06 0.03 0.01 0.01 0.00 0.00 1.14E-08

) 0.02 0.02 0.02 0.01 0.00 0.00 0.00 0.00 5.83E-09
10 | 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 2.03E-09
20 | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 7.69E-10
50 | 0.00 0.00 0.00 0.00 0.00 7.77E-05 5.87TE-05 2.78E-05 2.07E-10

Table 2: Variance of the prior distribution over © = (0, 00) for different combinations
of u(0) and ec.
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u(0)

c 0.01 005 0.1 05 1 1.31 1.5 2 10

2 10.50 3.44 1.59 0.17 0.04 0.02 0.01 0.01 2.16E-08
201 293 194 124 0.16 0.04 0.02 0.01 0.00 2.15E-08
2.06 | 1.21 097 0.75 0.14 0.04 0.02 0.01 0.00 2.10E-08
2.1 | 077 065 0.53 0.13 0.03 0.02 0.01 0.00 2.05E-08
25 ] 021 019 0.17 0.06 0.02 0.01 0.01 0.00 1.55E-08

3 0.11 0.10 0.09 0.04 0.01 0.01 0.01 0.00 1.14E-08

5 0.03 0.03 0.02 0.01 0.01 0.00 0.00 0.00 5.84E-09
10 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 2.03E-09
20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 7.70E-10
50 0.00 0.00 0.00 0.00 0.00 8.07E-05 6.08E-05 2.85E-05 2.07E-10

Table 3: Variance of the prior distribution over © = (—o0, 00) for different combinations
of 4(0) and c.

line with the tail behaviour discussed above, where the larger the value chosen for u(0),
the faster the prior drops to 0.

For the case © = (—o00,00) we have chosen to center the prior ate zero; although
other values are easily attainable yielding similar results. Again, the prior variance
(Table 3) decreases as we set the initial conditions to increasingly large values.

A final application of the proposed prior is for a Poisson regression model. The
example is presented in Appendix C of the Supplementary Material, where we have
worked with simulated data as well as real data. One objective of the simulation study is
to show the robustness of the prior when nuisance covariates are added in the regression
model; in fact, it can be seen that there is no noticeable impact on the size of the
posterior credible intervals.

7 Discussion

In this paper we have introduced a new class of objective priors derived from scoring
rules. A remarkable aspect is that we have been able to show that the same result can
be achieved via the rigour of calculus of variations, by finding objective priors which
solve the Euler-Lagrange equation for finding extremum to integrals of the type

/L(G,p,p’) de.

If we can establish suitable choices of L(6,p,p’) which can be motivated and satisfy
conditions for the existence of extremum, then new classes of objective prior can be
sought. The case we have considered, which we can consider as a first step, is to use a
combination of two well known measures of information in a prior density function; i.e.

L(O,p,p") = + p(0) log p(6).
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The objective priors here defined have two desirable properties. The first is that they
are somewhat detached from the choice of the sampling distribution and are dependent
on the parameter space only. In other words, the information required to derive the
prior is limited to the range of values that the quantity of interest can take.

The second property is that the prior can be proper. Besides the advantage of not
having to check properness of the posterior, it allows to exploit the prior in scenarios
where improper objective priors have been challenging. For example, as illustrated in
Section 6.1, the proposed prior is used to estimate the means of a mixture of normal den-
sities with three components. Another potential application, discussed in Section 6.2, is
in model selection. In particular, the objective prior may be used to represent minimal
information on the parameters that are not common to two models. In fact, the Bayes
factor used to compare two models is, in general, sensitive to the proportionality con-
stant of improper priors. While for common parameters the constant will cancel out, this
is not the case if the parameter is either at the numerator or at the denominator of the ra-
tio only. Hence, the necessity of having a proper prior assigned to this kind of parameters.

The simulation study, aimed to compare the frequentist performances of the pro-
posed prior with the ones of the Jeffreys prior, has shown no appreciable differences,
with the exception of a slightly larger Mean Squared Error (MSE) for the proposed
prior; the last result is expected as it is a consequence of the smaller information used
to define the proposed prior in comparison with any model based objective prior.

Future and ongoing work involves using the Fisher information alone; i.e. to mini-
mize [(p’)?/pdp subject to p having certain constraints; for example, a zero mean or
a specified variance or being log-concave. The mathematical results here would be able
to provide explicit solutions including a class of non-local prior distributions (Johnson
and Rossell, 2010).

Supplementary Material

On a Class of Objective Priors from Scoring Rules. Supplementary Material

(DOTI: 10.1214/19-BA1187SUPP; .pdf). Supplement to “On a Class of Objective Priors
from Scoring Rules”. The supplementary material contains the Appendixes A, B, C and
D of the paper.
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Dimitris Fouskakis*

This is an interesting paper introducing a new class of objective priors, derived from
scoring rules. The authors do a nice job and show that the same result can be achieved
via the rigour of calculus of variations. The new defined objective priors are: (a) detached
from the choice of the sampling distribution and depend only on the parameter space;
(b) can be proper. Leisen, Villa & Walker measure the quality of the prior with a
proper scoring function and require it to be constant; by this way they are no parts of
the parameter space O that are “preferred”, and thus the prior is objective. Focus is
given in the uniqueness and invariance of the defined priors and illustrations include
the application of the proposed method in mixture models and model comparison via
Bayes factor problems.

My comments below are focused on the model selection problem. The main reason
for this choice is that the objective Bayes methodology for priors tailored to model
selection started more recently, and its development and applications to various models
have increased over the last few years; see for example Consonni et al. (2018). With my
discussion below I wish to add further insights to the paper resulting in future work in
the area.

Bayes factor derivation In Section 6.2 the authors consider a simple (nested) model
comparison problem. The proposed prior is then compared with the intrinsic prior in
Consonni et al. (2013). I would love to see some discussion on the derivation of the final
Bayes factor, since the marginal likelihood is not analytical available. Is it easy, in gen-
eral, to use the proposed methodology in more complicated model selection problems?

Variable selection problem One of the most common applications of model compari-
son is the variable selection problem for normal linear regression, as well as, generalized
linear models. A variety of approaches have been proposed, such as the g-prior and its
extensions (Liang et al., 2008), the robust prior (Bayarri et al., 2012), the PEP prior
(Fouskakis et al., 2015, 2018) the benchmark prior (Ley and Steel, 2012) and many oth-
ers (Consonni et al., 2018). Most of the priors used for variable selection problems belong
to the class of “Confluent Hypergeometric Information Criterion” g-priors introduced
by Li and Clyde (2018).

Furthermore, when the number of models under comparison is small, the problem
can be replaced with an estimation one that focuses on the probability weight of a
given model within a mixture model (Kamary et al., 2018). Using this approach, the
methodology described in Section 6.1 can be applied here as well.

*Department of Mathematics, National Technical University of Athens, Greece,
fouskakis@math.ntua.gr
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To conclude with, I believe that it would be great to see an application of the
proposed methodology in such problems and compare the performance of the proposed
method with that of the “most established” Bayesian variable selection techniques.

Desiderata Bayarri et al. (2012) developed criteria (desiderata) to be satisfied by
objective prior distributions for Bayesian model choice. A number of these criteria are
applicable only in nested model comparisons. Predictive matching in particular is viewed
as the most crucial aspect for objective model selection priors. Informally it says that,
with a minimal sample size, one should not be able to discriminate between two models,
so that the Bayes factor should be close to one, for all samples of minimal size.

I would love to see some work on this direction; i.e. check if these criteria are satis-
fied for the proposed prior. In Bayarri et al. (2012), first criteria meaningful for priors
tailored to objective model selection were set out, and then priors satisfying them were
derived. The authors could proceed in a similar manner here as well, and select constants
resulting to priors that satisfying these criteria.

Selection of the constants of integration Returning back to the previous point, how
the selection of the constants of integration affects the shape and the theoretical prop-
erties of the prior? Selection of different constants, results to local or non-local priors,
proper or improper, with light or heavy tails. In Section 6.3 the authors illustrate how
the choices of the constants impact the prior, but mostly their work is based on illustra-
tions rather than theoretical properties. In addition, the authors are doing a great job
in Section 5, by considering three common parameter spaces in unidimensional case and
one in the multidimensional case, and defining a solution; but it still seems to me that
the selection of the constants is a bit ad hoc. It would be nice to get a fully automatic
approach, depending on the problem that the researcher faces, based on theoretical
properties.

Type of prior The group invariance criterion in Bayarri et al. (2012) can be understood
as a formalization of Jeffreys’ criterion for comparing nested models. This says that the
prior for the specific parameter of the larger model (the alternative hypothesis) should be
“centered at the simplest model”. In practice this has been implemented by assigning
a continuous prior having mode at the parameter value specified by the null model,
resulting to the local priors. On the other hand, Johnson and Rossell (2010) proposed
the use of non-local priors in order to improve convergence rates in favor of the true null
hypothesis. As mentioned above, on a previous point, it seems to me that by changing
the values of the constants, the resulting priors could belong to either of these broad
categories. If this is the case, would be nice to compare the non-local priors resulting by
this approach with the ones that Johnson and Rossell (2010) use, under specific cases.

Model misspecification Does model misspecification affect the selection of the true
model, under the proposed prior, or since the prior is detached from the choice of
the sampling distribution this problem does not arise? The problem has been explored
in various papers recently; see for example Rossell and Rubio (2018), and I suggest
exploring this avenue.
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Diffuse priors Focusing again on nested model selection problems, it is well known that
if proper prior distributions with large variances are used, the resulting Bayes factors
can be highly sensitive to the chosen prior variances (Bartlett, 1957). Is this the case
when using particular values of the constants?

High-dimensional models Current applications of statistical methods often deal with
high-dimensional models, wherein the derivation of an objective prior, defined according
to a well established formal rule, like Jeffreys’ or reference prior, is virtually impossible.
Also in regression settings common default priors are not defined when the number of
predictors p is larger than the sample size n. More generally, high-dimensional problems
pose new challenges that need be addressed through novel methodologies; such as spar-
sity and shrinkage. These two “ideas”, though distinct, are closely related as we seek
for priors that do shrink strongly on noise components. On the other hand, strong sig-
nals should be clearly picked-up, and model estimates of the corresponding parameters
should undergo negligible shrinkage.

How possible is to apply the proposed methodology in high-dimensional models?
How the selection of the constants of integration affects the degree of shrinkage? Would
be great if the authors, in a future work, explore this avenue.

Conclusion 1 would like to thank the authors for a thought-provoking paper on an
important issue. The paper is a useful addition to the literature of objective priors.
I thank also the Editor for inviting me to contribute to the discussion. All my comments
above are basically associated with model selection problems, where the derivation of
objective priors is a more challenging task. As a final note, will be also great if the
authors create a GitHub or an RPubs in order to share their code, to improve the
visibility of the paper, and to allow reproducibility of the results. Even better, as part
of a future work, an R package with an ever-increasing set of case studies and automatic
tools of choosing the constants for practitioners with limited Statistics training would
be great.
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Matthew Parry*

It was a pleasure to read this paper and to be asked to provide a discussion piece to
go with it. When we wrote our paper on local scoring rules (Parry et al., 2012), we felt
it contained a number of deep theoretical ideas but we weren’t quite sure when these
ideas would see the light of day in applications. For example, the fact that local scoring
rules (except for the log score) do not depend on the normalization of the likelihood
means that inference should be possible in unnormalized statistical models. Since 2012,
work has been carried out on scoring rule inference in general (Mameli and Ventura,
2015; Dawid et al., 2016) and there have been papers on inference in graphical models
(Yu et al., 2016, Yu et al., 2018), estimators for directional distributions (Mardia et al.,
2016), and on Bayesian model selection with improper priors (Dawid and Musio, 2015).
It was very nice therefore to see how Leisen et al. had used local scoring rules to derive
a new class of objective priors.

In addition to commending the authors on their very stimulating paper, the intention
of my discussion piece is to put some of the material in a slightly more general context.
The key idea is the connection between scoring rules and entropy (see Gneiting and
Raftery, 2007, and references therein).

1 Generalized uniform distributions and maximum
entropy distributions
The objective priors defined in Sections 2 and 3 of the paper satisfy
S(6,p(0)) = constant, (1.1)

and can be thought of as “generalized uniform distributions”. This is in analogy with the
generalized exponential distributions of Griinwald and Dawid (2004) (see also Dawid,

2007) that satisfy
5(0,p(0)) = Bo +m(6) + Z Biti(0). (1.2)

On the other hand, the objective priors outlined in Section 4, are maximum entropy
distributions since they minimize the negative entropy functional

I(p) = /L(&p,p’)d@- (1.3)

As noted in the paper, if, for almost all 8, L(6,p,p’) is jointly convex in p and p’, then
the p(0) that minimizes I(p) satisfies the Euler-Lagrange equations

Sy, (1.4)

*Dept of Mathematics & Statistics, University of Otago, Dunedin, New Zealand,
mparry@maths.otago.ac.nz
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It turns out that these two approaches coincide precisely for local scoring rules — and
not just the example considered in the paper. The reason for this is that I(p) generates
a scoring rule: if, for almost all 6, L(6, p, p') is jointly (strictly) convex in p and p’, then®

0 0 0 0
S0.00) = 355 — 5+ | {r05 +r@5s ~rhe s

is a (strictly) proper scoring rule. For non-local scoring rules the integral gives rise to
a p-dependent constant; for local scoring rules, the integrand can only ever be pro-
portional to p(8) and so the integral is a constant independent of p. This is because
for a local scoring rule, L(6,p,p’) is a weighted sum of 1-homogeneous functions® of p
and p’, and the function plogp. The 1-homogeneous functions give zero contribution
to the integrand; the function plogp generates the log score and gives the contribution
proportional to p(8).

My real point here is that locality of the scoring rule is not really a requirement
for the approach of Sections 2 and 3, or the approach of Section 4. In fact, the paper
of Leisen et al. suggests one could actually derive objective priors from any scoring
rule (generalized uniform distribution) or its associated entropy (maximum entropy
distribution).

2 Invariant distributions

Leisen et al. raise the interesting question as to whether an objective prior should be
invariant under transformation of the parameters. This is where being local may actually
help. We showed in Parry et al. (2012), that local scoring rules (except for the log score)
are invariant under transformation of the data, or, in this case, the parameters. More
precisely, given 6 = 0(0) and p(0) = p(6)|25| !, then

S(0,p) = S(0.p) (2.1)

is a local scoring rule. This invariance is also inherited by the entropy since I(p) =
_EONPS(va)'
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Invited Discussion
Guido Consonni** and Gonzalo Garcia-Donato® 8

1 General aspects

This paper is a welcome addition to the research on objective Bayes (OB) methods.
The Authors (A’s) summarize their main motivations under two main headings:

1) current methodology for building OB priors is predicated on the statistical model;
as models grow in complexity, so does the difficulty in obtaining OB priors. A related
issue is model misspecification which would naturally propagate to OB priors;

2) OB priors are often improper. This is seen by the A’s as a serious concern, because
of a host of difficulties. In particular assessing posterior properness becomes onerous in
complex models; also improper priors cannot be used (in general) for model comparison
via Bayes Factor due to their dependence on arbitrary normalizing constants.

Because of 1 and 2 the A’s set out their program as finding OB priors which only
depend on the parameter space, thus severing the connection with the model. This
is a major departure from more traditional principles to formalize ignorance such as
context invariance (Dawid, 2006) which states that only the formal structure of the
distributional model of the observables should matter when specifying the prior (model-
dependent priors).

The content of this discussion is as follows. In Section 1 we examine some structural
aspects of the criterion proposed to define an objective prior. In Section 2 we assess a
prior employed by the A’s in their paper from the point of view of testing. Specifically
we consider two scenarios: 1) testing normality versus Cauchy errors in a problem with
several means (a non-nested setup); ii) testing a sharp null hypothesis against an un-
restricted alternative on the mean of a normal model with unknown variance (a nested
setup).

The broad conclusion we reach is that the method is too general as it stands to
provide useful guidelines especially in applied work. We also believe that the structure
of the statistical model cannot be easily dispensed with when constructing an objective
prior, and that its neglect may generate undesirable features especially in a testing
scenario.

*Universita Cattolica del Sacro Cuore, Milan (Italy), guido.consonni@unicatt.it
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1.1 Is the constant scoring rule criterion too weak?

The A’s proposal starts with a specific proper scoring rule, which measures the quality
of a quoted probability density p for the parameter § € ©; next they look for those
p’s such that the score is constant over ©. The intuition is that if the score were not
constant, then some parts of the parameter space would be given preferences over the
remaining ones, thus violating noninformativity and objectivity.

It turns out that the solution to the above program is a whole class of priors (which
always includes the uniform prior, irrespective of the nature of the parameter space, e.g.
the real line, half the real line, or a bounded interval). The A’s see this as an advantage,
in that it adds flexibility to their method. They write (Section 5): “... given a particular
problem, the objective prior over a given parameter space could be proper or improper;
differentiable everywhere or not; convex; log-concave; etc. In other words, a prior can
be objective and exhibit desirable features of choice without impinging on subjective
components relating to information”. While the above quotation encourages optimism,
from a pragmatic viewpoint it is troublesome because it requires supplementing the
basic criterion, based solely on a scoring rule, with additional specifications. The latter
appear a critical aspect of the method, and the illustrations provided in Section 5 (A’s
paper) are paradigmatic.

For the case © = (0,1), a possible specification is to set p(0) = p(1) = 0 with
additionally symmetry leading to a concave function. On the other hand, it is also
possible to obtain a distribution which mimics Jeffreys prior, i.e. convex and unbounded
in the neighborhood of 0 and 1. Unfortunately no guidelines are available to set up these
additional features, especially from an objective viewpoint. Another concern is that the
resulting prior seems somewhat sensitive to numerical specifications of the base function
u(+) at some specific points; see plot (a) and (b) in Figure 2 (A’s paper) where the former
holds for u(1/2) = 1.1 and the latter for w(1/2) = 1.14. It is hard to believe that one
might sensibly distinguish between values of a prior density at a single point with such
a high level of precision.

As another illustration the A’s consider the case © = (0,00) where they require
a specific shape property (convex and decreasing), the reason being that “this prop-
erty is common to most objective priors on (0,00)”. What they fail to add however
is that this property usually stems from considerations involving the model, as in the
Jeffreys’ prior. While this is admittedly a mere illustration of their methodology, it
reflects the pragmatic problem of specifying sensible additional features which are not
model-dependent.

1.2 Does invariance matter?

The method proposed by the A’s is not invariant to re-parametrizations. Yet they con-
tend that this is not an issue because, for any given model, one usually works with a
specific parameter throughout the analysis. However we remark that often the choice
of a parametrization is conventional, as in the example they quote, namely a normal
model parametrized either by the variance or the precision. An important point about
invariance to re-parametrization is that the prior and posterior predictive of the observ-
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ables will be unchanged whatever the parametrization; this desirable feature is lost if a
method produces priors which are not probabilistically equivalent.

The A’s concede that if invariance is a concern, then one can always transform by
change of variable the prior obtained under one parametrization. However this begs the
question of where to start from. The whole idea of invariance is that it does not matter
which parameter we start with because the analysis will be equivalent in the end. In
this context, they consider the natural exponential family with canonical parameter 6.
Because of the special status enjoyed by 6, one could apply the method to €, and then
induce the resulting prior onto any other parameter ¢ say. However if 0 is a canonical
parameter, so is any affine transformation of #; so their method should be at least
invariant to affine transformation. Is this the case? (In the paper the A’s state that
their method is invariant to location transformations).

2 Priors for testing

How do priors based on scoring rules (SR-priors) behave in a problem involving hypoth-
esis testing? In this section we assess a proper SR-prior on the real line presented by
the A’s in two testing scenarios.

2.1 Priors for common parameters

FEzample 1 We consider a measurement-error model applied to k£ populations with un-
known distinct means. For each population n independent replicates are available. Errors
can be either normal or Cauchy (¢1). Specifically

:cij:,u,-+€ij, izl,...,k}7 j:l,...,n,

and the testing problem is Hy : ;; i N(0,1) versus Hy : €;; ud t1. Notice that the
unknown k-dimensional parameter g = (1, ..., tix) appears in both competing models,

and can be regarded as a common parameter. To compute the Bayes factor of H; to
Hy, priors are required, and we denote them with mo(p) (under Hp) and 7 (p) (under
Hy). If 75 (u;) denotes an objective prior based on the scoring-rule methodology for
u; € R, a prior for the vector p can be constructed as

k
TR () = 78 () = T 75" ). (2.1)

i=1

Specifically we take 7°% to be the proper prior presented by the A’s in Figure 3b of
their paper. Notice that it is unimodal with the mode at zero.

To assess both priors, we apply the criterion of predictive matching introduced by
Jeffreys (1961), and subsequently revisited by Bayarri et al. (2012). Informally it states
that, for samples of minimal size, one should not be able to clearly discriminate between
two models —the Bayes factor should be close to one—. In this Example, a minimal sample
size is n = 1, that is one observation per group. Accordingly we write such minimal
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Figure 1: Example 1: Bayes factor B°® under SR-prior (solid line) and under N(0, 1)
prior (dashed line).

sample as &* = (271,23, ...,2},). The Bayes factor associated to &* and the priors in
(2.1) is

k
Big'(e*) = [ B%%(a}y)-
i=1

A plot of B¥E(z) is presented in Figure 1. For values of |z| < 5, B9%(z) ranges in [0.85,
1.05]. This implies that violation of the predictive matching criterion could be large
even for a moderate number of populations. For instance, if k£ = 4 and zJ;’s are small
then BlsOR(w*) ~ 0.85% ~ 0.44. We experienced computational problems when trying to
study the behavior of BS® when the z;;’s are large, because of the implicit definition
of the SR prior. While this remains an open question, our conjecture is that B5%(x)
will grow to infinity as |z| grows given the different nature of the tails of the ¢; and
N(0,1), similarly to what happens with other proper priors like the standard normal
(see dashed line in Figure 1).

On the other hand, it can be easily seen that the Bayes factor associated with the
improper priors mo(p) = m1(p) = 1 is always unitary (independently of x*), so that
they satisfy predictive matching. (Notice that the arbitrary constant inherent in the
improper priors cancels out when taking ratios). An additional argument in favor of
these priors connects with the family of intrinsic Bayes factors proposed by Berger and
Pericchi (1996). It is a remarkable fact that if mo(p) = m1(p) = 1 then all intrinsic
Bayes factors coincide and are equal to one.

In conclusion the SR-prior used by the A’s in Figure 3 of their paper fails to achieve
predictive matching between two models involving several common location parame-
ters. On the other hand the standard flat improper priors achieve this goal, and the
computational effort is trivial. Of course it could be argued that flat priors on the real
line are also SR-priors. The issue however remains: how to decide on this choice which
looks optimal in this case? Predictive matching cannot be invoked as a property to be
satisfied because it involves the statistical model, thus undermining the premises set
out by the A’s.
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2.2 Nested models

The assignment of an objective prior for a multidimensional parameter is treated only
briefly in the paper. However, possibly to alleviate the burden of the computation of the
SR-prior, the assumption of independence of the parameter components seems like a
natural choice in their approach; see for instance the preamble of Section 5. On the other
hand Section 5.2 suggests to take marginal SR-prios as inputs for the construction of
the overall prior. In this subsection we discus objective priors for vectors of parameters
in the context of testing in view of assessing whether independence of the components
is in general a sensible choice.

Consider the classic example of testing the mean of a normal model with unknown
variance.

Example 2. Let 2; ~ N(p,0?), independently for i = 1,...,n, and consider the testing
problem Hg : p = 0 versus Hy : u # 0. Objective priors my(c) and 71 (i, o) have to be
specified.

Since we want to investigate the impact of assuming independence a priori between
(1, o), we take the SR-prior to be 77 (u, o) = 7% (u)m1 (o), where for concreteness the
SR prior for u € (—o0,00) is the proper prior we employed in the previous subsection.
For the marginal priors on the common parameter o we use for both models the standard
objective prior m(c) = o~!. This is done for simplicity and should not affect the take-

home message of this example.

The Bayes factor can be expressed as the univariate integral

_ 2+ 5% \n/2
BfoR(an)Z/(m) WSR(N)dM

(where Z and S? are the sample mean and sample variance). It can be shown that the
minimal training sample associated with these priors is n = 2. We have represented,
in Figure 2 (left panel) B as a function of Z, and for n = 2 and a few values of S.
Because of symmetry, the plot is presented only for Z > 0. We immediately conclude
that 777 (u, o) is not predictive matching. Nevertheless, one could argue that this is to
be expected because a sample with n = 2 might well contain some information. What is
worrisome however is the behavior of B{i¥ exhibited in the left panel of Figure 2: this is
not monotone increasing in z —for fixed S and n— and this holds as n increases; clearly
an undesirable feature.

Now consider a conventional objective prior for this problem
70(0) = m1(0) = 0=, m(u | #) = Cauchy(u | 0,0?). (2.2)

This prior was first proposed by Jeffreys (1961) who derived it based on a certain de-
sirable properties. Berger and Pericchi (2001) named it ‘conventional’ and later Bayarri
and Garcfa-Donato (2008) showed that it can be obtained applying a general rule based
on the Kullback-Leibler divergence. This prior leads to the Bayes factor

2

e (n—1)/2 S —n/2
Bio(z,S) = / (1+nt) (1 s n 52) IGa(t | 0.5,0.5) dt,
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Figure 2: Example 2. B{ft (left) and By, (right) for n = 2 as functions of # and for a
few values of S. (Both Bayes factors are symmetric around zero with respect to Z and
only positive values are represented).

where IGa(a,b) stands for the inverse gamma density with shape a and rate b. The
corresponding minimal training sample size is n = 1, for which we obtain a unitary Bayes
factor (see expression above with S = 0), so the conventional prior is exact predictive
matching. For comparison purposes we also computed the conventional Bayes factor for
n = 2, whose plot is reported in the right panel of Figure 2. Its behavior appears quite
sensible; in particular as T gets larger the evidence in favor of H; increases.

The SR-prior we used in Example 2 was constructed by assuming independence
between p and o, which we surmise might explain the unsatisfactory behavior of By
depicted in Figure 2. A crucial feature of the conventional prior leading to its sensible
testing performance in this problem is that the prior on u scales by o. While this seems
to be a sensible option in location-scale problems, prior dependence in other problems
has to be carefully assessed. Inevitably however, intrinsic features of the entertained
models will come to the fore (see the invariance criterion in Bayarri et al., 2012). Tt
would be interesting to see whether the A’s methodology could produce an SR-prior
with such adaptive structural property without invoking aspects of the statistical model
for its construction.
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Invited Discussion

Federica Giummole* and Laura Ventural

We congratulate the authors for this interesting contribution to the wide world of ob-
jective priors (see Consonni et al., 2018, for a recent review). The authors tackle the
problem of providing an objective prior which is model-free and based on the sole knowl-
edge of the parameter space. We think that the main result can be a useful practical
tool for objective Bayesian analysis in many applications and can open new ideas about
objective priors.

With our discussion, we hope to shed light on some aspects of the proposed approach,
which is based on seeking a prior such that a combination of the log-score and of the
Hyvarinen scoring rule is constant. In particular, we briefly comment on the following
points:

1. extensions of the proposed approach using different scoring rules, and objective-
ness and invariance of the proposed prior densities;

2. double use of the Hyvérinen scoring rule, both for the derivation of the prior
and to replace the likelihood function in models known up to the normalization
constant.

1 Background on proper scoring rules

Consider a random sample y = (y1,...,y,) of size n from a parametric model with
probability density function f(y|@), indexed by a k-dimensional parameter 6. A proper
scoring rule (SR) S(y, f) provides a way of judging the quality of a quoted model f(y|6)
for a random variable Y in the light of its outcome y. The mathematical theory of proper
SRs has a wide range of applications in statistics; a review of the general theory, with
applications, has been given in Dawid and Musio (2014). SRs are particularly useful
when classical likelihood-based methods may be infeasible, for example in models with
complex dependency structure, or when robustness with respect to data or to model
misspecification is required.

There is a very wide variety of SRs. The most famous is the logarithmic score or
log-score, which is highly connected with likelihood inference. Proper SRs, different from
the log-score, can be used as an alternative to the full likelihood, when the interest is
in increasing robustness or simplifying computations. Examples of particular interest
include the general separable Bregman score (see e.g. Dawid, 2007, eq. 16) given by

Sy ) = —v'{f(yl0)} — / (WA S (WI0)} = F(ylO)w' {£(yl6)}] dy, (1)
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where the defining function v : R™ — IR is convex and differentiable. Taking, respec-
tively, 1 (t) = t2 and (t) = tlogt the Brier score and the log-score are obtained.
Another important special case of this construction arises when 1 (t) = ¢ (v > 1). This
yields the Tsallis score (Tsallis, 1988)

S f)=(v—1) / Fl6) dy —~f(ulo) ", v > 1, ()

which gives in general robust procedures (see e.g. Dawid et al., 2016), where the param-
eter vy is a trade-off between efficiency and robustness. The density power divergence d,,
of Basu et al. (1998) is just (2), with v = a + 1, multiplied by 1/«

In the case of a real sample space, the Hyvérinen scoring rule

021 0 a1 0

—9 og J;(y| ) + og f(y|0) (3)
dy dy

satisfies the property of homogeneity, which implies that the quoted distribution need
only to be known up to the normalization constant (see Ehm and Gneiting, 2012; Parry
et al., 2012).

2

S(y, f)

Proper scoring rules can also be extended to the case of a random vector. Let {Yj}
be a set of marginal or conditional variables with associated proper scoring rule Sj.
A proper scoring rule for the random vector Y is defined as S(y, f) = >, Sk(yk, fx)s
where X ~ fr when Y ~ f, and y and y; are the values assumed by Y and Y,
respectively. Scoring rules of this form are called composite scoring rules; see Dawid
and Musio (2014) and Dawid et al. (2016). Note that when each S is the log-score,
then S(y, f) is a negative composite log-likelihood (see Varin et al., 2011).

2 Priors from the log-score and the Hyvarinen scoring
rule

Consider, for simplicity of notation, a scalar parameter . The method proposed by
Leisen, Villa and Walker considers to seek a prior p(6) on 8 € © such that a combination
of the log-score and the Hyvérinen scoring rule is constant, that is

S(0,p(0)) = constant V6 € O, (4)

where

_ o) 1 (p’<9>>2
Here w is a weighting factor usually taken equal 1. The resulting objective prior p,(6),
that we will call in the following u-prior, takes the form p, (0) x exp{—u(f)}, where the
function u () is obtained by solving the differential equation

W (9) = £ /cen® — 2(1 + u(9)), (5)

for some suitable constant ¢ and a specified value of u(f) at some point, e.g. u(0).
Typically the prior p,(6) is obtained via numerical methods, even in simple cases.
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Objectiveness In the practice, the u-prior defines a class of priors, since it depends
on the constraints u(0) and ¢, that have to be suitably fixed. Is this in contrast with
an objective Bayes method? Indeed, as shown in the example in the next Section 3,
the choice of the constraints u(0) and ¢ may have a great impact on the resulting
u-prior and thus on the posterior distribution. These two constraints are in practice
two hyper-parameters of the proposed prior and it seems that their choice makes the
proposed prior less “objective”. Moreover, not only for the parametric space (0, 00) but
also for the case (—oo, +00), for some choices of «(0) and ¢ the u-prior often lies in a
limited support, thus being very informative about the unknown parameter. When the
sample size n is small or moderate, this may have a great impact on the corresponding
posterior.

Changing the scoring rule The idea behind (4) is very appealing and can potentially
be applied to different scoring rules, such as the log-score, the Tsallis (2) or the general
Bregman scoring rules (1). Unfortunately, as also noticed by Leisen, Villa and Walker for
the log-score, in all these cases the resulting prior is constant and thus not very useful in
the practice. More interesting priors are possibly obtained by combining different SRs, as
in the paper proposal. In particular, it could be interesting to investigate combinations
of the Hyvérinen SR, which involves first and second order derivatives of p(f#), with
some SR different from the log-score.

Invariance An important point of discussion about prior distributions, and in partic-
ular objective priors, is invariance. Jeffreys’ rule to derive a prior distribution for the
parameter of a given model is based on an invariance with respect to one-to-one changes
in the parametrization. Other common objective priors, such as reference priors, have
been shown to be invariant, and the same applies to priors obtained from a-divergences
(Giummole et al., 2019).

Let us focus on invariance with respect to one-to-one changes in the parametrization.
Let ¢(6) be a reparametrization, with inverse 6(z). Then py(¥) = pe(0(v))]0' (¥)]| is
the prior for ¢ obtained by transforming py(0). If we seek to derive an invariant prior
from (4), we have to require that

S(0,pe(0)) = constant VO <= S(¢,py(¢))) = constant Vi,

for every reparametrization ¢ (6). Fulfillment of this requirement may depend on the
particular SR considered. Anyway, it can be easily shown that the previous condition
is not satisfied for the most common SRs mentioned above, nor for the mixture of the
log-score and the Hyvarinen scoring rule proposed by Leisen, Villa and Walker. Instead,
invariance is usually satisfied with respect to the restricted class of linear transforma-
tions of the parameter, for which 6’(¢)) = constant. For this reason, we believe that the
proposed method is particularly useful for inference on scale and location models, where
the induced family of transformations in the parametric space is that of affine transfor-
mations for the location parameter and multiplicative changes for the scale parameter.
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3 Double scoring rule in the posterior

Standard Bayesian analyses can be unpleasant when robustness with respect to data or
to model misspecifications is required or in models with complex dependency structures.
To deal with these issues the use of a surrogate likelihood in the Bayes formula has re-
ceived considerable attention in the last decade (see the review by Ventura and Racugno
2016, and references therein). In particular, Bayesian inference based on scoring rules
has been considered in Ghosh and Basu (2016); Bissiri et al. (2019); Giummole et al.
(2019), and Girardi et al. (2020); see also references therein.

Let S(0) = 321", S(yi, f) be the total score for 6, and let @ be the scoring rule
estimator given by arg mingS(6). This estimator is asymptotically normal, with mean
6 and covariance matrix V(0) = K(0)~1J(0)(K(0)~1)T, where K(6) and J(f) are the
sensitivity and the variability matrices, respectively. The matrix G(0) = V(0)~! is
known as the Godambe information matrix, and in the case of the log-score, we have that
G(0) = K(0) = J(6) is the Fisher information matrix. A SR-posterior distribution can
be obtained by using the total score S(f) instead of the full likelihood in Bayes formula.
Let p(#) be a prior distribution for the parameter §. The SR-posterior distribution is
defined as

p(Bly) o< p(6) exp{—=5(67)}, (6)

with 8* = 6*(8) = 6 + C(# — f), where C is a d x d fixed matrix (see Giummole et al.,
2019, for details).

The choice of a prior distribution p(#) to be used in (6) involves the same problems
typical of the standard Bayesian perspective. For objective Bayesian inference, a prior
can be chosen such that the expected a-divergence to the SR-posterior distribution
is maximized (Giummole et al., 2019). The a-divergences are a well-known class of
discrepancy functions which include as a special case the Kullback-Leibler divergence.
For 0 < |a| < 1, a Jeffreys-type prior is derived, that is proportional to the square
root of the determinant of the inverse of the asymptotic covariance matrix of 0, ie.
pa(0) o |G()|'/2. This G-prior is shown to be invariant with respect to one-to-one
changes in the parameterization.

In the next example, we explore the use of the Hyvarinen scoring rule twice in order
to derive a posterior distribution: first to construct a model-free prior as suggested by
Leisen, Villa and Walker and second to replace the likelihood function when interest
is, for instance, in simplifying computations in complex models. Note however that a
SR-posterior may be obtained also using different scoring rules than the Hyvérinen. In
particular, when using the Tsallis scoring rule a robust SR-posterior can be derived, or
the composite log-score can be usefully considered to deal with models with complex
dependency structures.

Example: Directional models Inference for directional models is difficult because typi-
cally the density function contains an intractable normalization constant, which cannot
be explicitly computed in closed form. In this setting and to avoid the issue of the
intractable normalising constant, Mardia et al. (2016) propose to use the Hyvérinen
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Figure 1: Priors p(k) o 1/, pg(k) o |G(k)|Y2, pu, (k) < exp{—u;(k)} and py, (k)
exp{—uz(x)}.

scoring rule. In particular, let us consider the von Mises-Fisher density, which is a di-
rectional distribution defined on the unit sphere S;_; C IR? given by

p(ylr) o< exp{—rp’y}, y€E Se-1,

with k € IRT a scalar concentration parameter and p the mean direction, ||u|| = 1. In
this example we consider ¢ = 2 and p = (0,1), known.

We discuss three different priors for «: the classical non-informative prior p(x) x 1/x,
the G-prior pg (k) o /A?(k)/(k[2k — 3A1(k)]), with Ay(k) = I1(k)/Io(k), where I
and [; are the modified Bessel functions of order 0 and 1, respectively, and the u-prior
pu (k) defined on the space (0,+00), where u(k) is obtained as the solution of (5). In
particular we consider two u-priors: 1. uj-prior with «(0) = 1.31 and ¢ = 2; 2. ug-prior
with «(0) = 0.01 and ¢ = 2(1 4 u(0)) exp{—u(0)}. Both these u-priors are suggested in
Leisen, Villa and Walker (Section 5.1). The four priors are depicted in Figure 1. It can
be seen that the G-prior and the us-prior are similar on a bounded interval, while the
uj-prior has a very limited support. The choice of the constraints u(0) and ¢ has thus
a great impact on the u-prior, and in particular, when fixing «(0) = 1.31 and ¢ = 2 we
obtain a very informative prior on (0, 4+00).

Figure 2 shows the four SR-posteriors for different values of the sample size n and
the parameter . It can be noted that the SR-posterior obtained with p(x) o< 1/ may
not be proper or puts too much mass at zero. Moreover, the SR-posteriors based on
the G-prior and on the us-prior are very similar when the true value of the parameter
is 1 or 5. The SR-posterior obtained with the u;-prior appears centred away from the
true value of the parameter. This latter prior may be completely misleading when the
true value of the parameter is larger than 1. Finally, for k = 10, the SR-posterior based
on the G-prior still gives sensible results, while both the u-priors fail to give a useful
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Figure 2: SR-posteriors with different priors, and values of n and k.

posterior. Indeed, since both the u-priors have a limited support, when the true value
of the parameter is big enough (larger than 6) the resulting posteriors are misleading.
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Contributed Discussion

Alexander Y. Shestopaloff* and Silvia Liveranif

We thank the authors for an interesting and thought-provoking paper. In our discussion,
we would like to point out several points that may be of interest to expand upon.

Sensitivity of inferences to prior specification The choice of ¢, u(0) and w remains
up to the user and is based on the desired properties of the prior. We wonder how one
can further study this aspect of prior specification. An example of achieving additional
flexibility for ¢ and u(0) can be through putting a prior distribution on any or all of ¢,
u(0) and w.

Another study of possible interest, related to the above point, would be to better
understand how robust model inferences are to erroneous specification of ¢, u(0) and w.
That is, looking at the variation of functions of the posterior depending on changes in
these parameters.

Invariance Consider a prior on the variance or the precision of a normal distribution.
The authors claim that, whichever parameterisation is used, the corresponding objective
prior is adequate for the purpose to which it has been assigned. However, we are not
aware of a rationale in the literature for priors to be defined for the precision, apart
from mathematical convenience (due to conjugacy or conditional conjugacy) in some
cases. Therefore, we believe that invariance is an important aspect that merits study.
We can use the Table 1 and Table 2 of the paper to choose a prior for the variance with
a certain desired prior mean and prior variance. The prior for the precision would then
be implied to have a certain mean and variance as well.

This means that in principle, we can derive what values of ¢ and u(0) we can use to
ensure an approximate consistency between the variance and precision priors, in terms
of matching at least the first 2 moments. This would allow for approximate invariance
under a 1 — 1 transformation of the parameter 6.

Approximate Bayesian Computation (ABC) Given that the authors introduce a
mechanism for sampling from the introduced class of prior densities, it would be inter-
esting to see how these objective priors can be used in the context of ABC. Specifically,
when using these priors, what would the effect be on performance compared to priors
that do not satisfy the constant score criterion.
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Contributed Discussion

Matteo Iacopini*¥, Francesco Ravazzolo®, and Luca Rossinit

We have greatly appreciated the work by Leisen, Villa and Walker, who have proposed a
novel method for constructing objective prior distributions which circumvents the need
to specify a statistical model and relies solely on a specific proper scoring rule.

Scoring rules are of tantamount importance in practical statistical analysis, since
they encode the preferences of the stakeholder (e.g., a policymaker). In fact, since scoring
rules provide a simple mean to assess the performance of a set of statistical models
with respect to a specific user-defined goal, they have been widely used as a tool for
evaluation, comparison and ranking of competing statistical models.

Recently, Iacopini et al. (2020) proposed the asymmetric continuous probabilistic
score (ACPS), a new proper scoring rule for evaluating density forecasts according to
asymmetric preferences of the stakeholder. Being the ACPS a proper scoring rule, the
methodology developed by the Authors can be directly applied to derive a class of ob-
jective prior distributions. Moreover, since ACPS has one free parameter specifying the
type and degree of asymmetric preferences, the ensuing class of priors would inherit this
degree of freedom. Intuitively, its role would be analogous to that of the free constants,
¢ and u(0), in Section 3 of the discussed Article.

To obtain the class of objective priors stemming from the ACPS proper scoring rule,
first recall its definition. Let P : D — [0, 1] be a cumulative distribution function, with
D C R, let y € D, and denote with ¢ € (0,1) the asymmetry parameter. Then

Y

+oo
ACPS(P,y;c) = / (2 = P(w)?)f(P,c)du+ / (1=¢)? =1 —=P)?)f(P,c)du

— 00

= [ [ =Pt < )+ (1= = (1= P> )] £(P.o) du

where f(P,c) = I(P(u) > ¢)/(1 — ¢)? + I(P(u) < ¢)/c?. Therefore, solving for P the
equation ACPS(P,y;c) = k, with k € R, would be equivalent to solve the minimization
problem

min ‘/RL(U, P, P')du— k|, (1)
where L(u, P, P') = [(¢? = P(u)?)[(u < y)+((1—¢)? = (1= P(u))*)I(u > y)| f(P,c). This

minimization problem can be reconciled to a standard calculus of variations problem,
as follows. First, one can obtain an approximation by substituting R with a bounded
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region (a,b) C R. Second, the absolute value can be removed by a suitable choice of the
constant k. Since the equality ACPS(P,y;c) = k can be satisfied for any arbitrary choice
of k € R, and ACPS(P,y;c) < +00, then there exists k* € R such that ACPS(P,y;c)—
k* > 0. Therefore, by choosing k = k* one gets

ACPS(P,y;c) = k*, where |ACPS(P,y;c)—k*|=ACPS(P,y;c)—k* > 0.

Putting all together one gets the following minimization problem

min {AC’PS(Ry; c) — kz*} = min { /: L(u, P,P") du — kj*} (2)

Finally, since k* is constant, the optimum is P* = k* + P**, where P** is the solution
of the problem

b
m}in/ L(u, P, P'") du,

for which the corresponding Euler-Lagrange equation is

oL
3—P—0.

Therefore, solving the minimization problem (2) yields a class of cumulative distribution
functions, P*, which depends on two free parameters: (i) the asymmetry parameter of
the ACPS, ¢, and (ii) the constant of integration, ¢.
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F. J. Rubio* and M. F. J. Steelf

We congratulate the authors on a very interesting and thought-provoking paper. We
welcome the exploration of novel ideas for producing priors using formal rules. Our
comments relate to: (i) the principle for constructing the proposed priors and the role
of the parameterisation; (ii) the use of the proposed priors for hypothesis testing.

On the principle

In order to make the proposed principle operational, it is necessary to select the values w,
¢ and u(0). The authors provide some guidelines on how these values could be selected,
but the precise mapping between the choice of these values and the properties of the
resulting prior distribution still seems to be a partly open question.

The choice of these values is crucial for determining the properties of the prior. For
instance, for the prior with support on (0, c0) presented in the paper, the solution for
u(6) grows very rapidly after a threshold that depends on the values of w, ¢ and u(0).
This implies that the prior density decreases at a very fast rate after this point, seemingly
super-exponentially fast, making it virtually zero beyond such a threshold. Thus, the
prior is close to a truncated prior and then it is clear that things like (arbitrary) choices
of scaling or parameterisation will have a substantial effect on the outcome. For example,
consider a simple scenario where we wish to estimate the variance 02 = 0.25 in the model
X; ~N(0,0%),i=1,...,750, using the proposed prior (with the choices recommended
in the paper, see their Figure 3(a)). Figure 1(a) shows the posterior distribution obtained
with a Markov Chain Monte Carlo (MCMC) sample of size 5,000. If we specify, say, a
gamma(0.01,0.01) prior on 02 we get a similar result with the posterior concentrated
around the true value. In contrast, suppose that now we are interested in estimating the
precision 7 = 1/02 = 4 using the same prior but now on 7. In order to implement the
proposed prior for 7, we need to solve for u(7) in a region where it grows at a fast rate, so
we have discretised the prior on a grid of values of 7 and obtained a numerical solution
in Mathematica on that grid (R leads to numerical problems). Figure 1(b) shows the
corresponding posterior, which is concentrated far from the true value of the parameter
as the vanishingly thin tail of the prior dominates the posterior distribution. In contrast,
Figure 1(c) shows the posterior distribution of 7 obtained with a gamma(0.01,0.01) prior
on 7, which is a gamma(375.01, (1/2) ZZi(i 22 +0.01), now concentrated around the true
value of the parameter. In view of the sample size, any other prior with a tail that is
not decreasing (much) faster than exponential would give a similar reasonable answer.
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Figure 1: X; ~ N(0,0?). Posterior distribution of: (a) o2 using the proposed prior on
o%; (b) 7 = 072 using the proposed prior on 7; (c) 7 using a gamma(0.01,0.01) prior
on 7.

The aforementioned points seem to be effects induced by the addition of the
Hyvarinen scoring rule, but the gain in terms of the frequentist and Bayesian per-
formance remains unclear. The adoption of this particular rule induces the extremely
thin tails which is, for many practical purposes, akin to a prior truncation and this flies
in the face of the usual “folklore” that objective priors should rather err on the side
of heavy tails to avoid excluding potentially important parts of the parameter space.
Heavy-tailed priors tend to induce better frequentist performance of the posterior dis-
tribution, which is a desirable property for objective priors.

In our view, the interpretation of the parameters plays a crucial role in the speci-
fication of a prior distribution. Although the initial formulation of the proposed prior
is not connected with the model, the need for specifying additional properties (such as
shape) leaves a choice to the user. Specifying the additional ingredients in the proposed
rule to produce priors for these parameters would require some analysis of their role,
thus re-establishing the connection with the model at a more subjective level. The effect
of the role of the parameters may be more noticeable for parameters taking values on
the same parameter space but with completely different roles, such as a scale parameter
and the degrees of freedom of the Student-¢ distribution.

Inference versus testing

For practically important situations such as mixture models or Bayesian variable se-
lection it is typically difficult to use automatic principles. It often seems more useful
to adopt a bespoke prior framework, which is not borne out of a principle, but re-
flects the question one wants to address. For example, non-local priors (Johnson and
Rossell, 2010) aim to control the convergence rate of the Bayes factor. We would be
interested to see how we could achieve such properties using the proposed principle (as
suggested in Section 7), but we expect that the priors for testing presented in the paper
could have a large impact on the results due to their local nature and extremely light
tails.
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Contributed Discussion

Zhou Lan*

The authors proposed a novel objective prior from scoring rules. For spatial statisticians,
a practical example which the priors from scoring rules can be applied to, is the prior
specifications of the parameters of the Matern correlation function, under the Gaussian
process model. The Matern correlation function is a commonly used correlation function
capturing spatial dependence. It is expressed as

1—v v
K(d|p,v) = i(T)(‘/T@ K, <ﬁ%>,

where d is the Euclidean distance, and the function of d depends on two parameters:
range parameter p € (0, 00) and smooth parameter v € (0,00). K, is the modified Bessel
function of the second kind and I' is the gamma function. The current objective priors
(Berger et al., 2001) i.e., Jeffery and reference priors may be complicated. The “weakly”-
informative priors are actually implemented in many practical spatial papers. Because
of its convenience, the most common one is to give uniform prior such that v ~ U(a,,b,)
and p ~ U(ap,b,) (e.g., Reich et al., 2010), where U(a, b) denotes a uniform distribution
ranging from a to b, or to use log-normal distribution such that logv ~ N(u,,02)
and logp ~ N(p,,072) (e.g., Boehm et al., 2013), where N (u,S) denotes a normal
distribution with mean (vector) p and variance (matrix) S. Our discussion aims to use
numerical studies to evaluate performances of the proposed prior, in comparison to the
uniform prior and the log-normal prior.

Here is the specification of the Gaussian process model. Let Y (s) € R be the spa-
tial response at location s € D, where s is the coordinate of a location and D is a
collection of locations. The model is specified as [Y(s1),...,Y (s,)]T ~ N(X3,0%%),
where X, (p41) is the design matrix (an intercept and p covariates), Bp+1)x1 is the
coefficients, and o2 is the marginal variance for each variable. ¥ is the correlation
matrix constructed by Matern such that the correlation between locations s and s’
is K(||s — §|| |p,v). The Bayesian analysis of this model requires the prior speci-
fications of the unknown parameters. We can assign conjugate priors to the coeffi-
cients B and the variance o2: B follows a normal distribution with mean 0 and co-
variance matrix 100I; o2 follows a gamma distribution with shape parameter 0.01
and rate parameter 0.01. The data are generated as follows. The data is generated
on a 2-dimensional map (s; = [z;,1;] € D C R?). For each replication, we gener-
ated n = 200 data points. Their coordinates from uniform distributions ranging from
0 to 1, denoted as [z;,y;] ~ U(0,1) x U(0,1). Each data point has four covariates
(Xij, 5 =1:4, i =1:200) and each was generated from X;; ~ N'(0,1). Thus, the
design matrix is X = [X1,..., X,,]7 and X; = [1, X;1, Xio, Xi3, Xia]?. The coefficients
vector is B = [Bo, B1, B2, B3, Ba]T = [1,10,0,1,2]T. The variance is 02 = 0.5. We give
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{p =0.1,v = 0.5} to construct the spatial correlation matrix, where the MSE is aver-
ages over all replications and the coverages are the proportions that the 95% posterior
covers the true value of a parameter.

We assign the proposed priors to the two unknown parameters (p, v) with ¢ = 2
and u(f) = 107°. Given Figure 7 of the paper, we give u(0) = 10~° because thus
the prior p(#) has a gentle decay toward 0. In comparison, the uniform prior is set as
v ~ U(0,1000) and p ~ U(0,1000), and the log-normal prior is set as logv ~ N(—1,1)
and log p ~ N(0,100). For each replication, 8000 Markov chain Monte Carlo (MCMC)
samples are collected after 2000 burn-ins to calculate the mean square error (MSE)
of the posterior means and the 95% posterior coverage. 80 simulation replications are
generated, and the MCMC chains of the three methods are checked to pass Heidelberger
and Welch’s convergence diagnostic in each replication. The results are summarized in
Table 1. From the results, we can find that the proposed prior performs the best.

Parameter Proposed Uniform LogNormal
MSE Coverage MSE Coverage MSE Coverage

P 0.50 0.95 0.77 0.96 0.86 0.96

v 0.017 0.91 0.019 0.90 0.095 0.95

Table 1: Simulation results: the MSE is averages over all replications and the coverages
are the proportions that the 95% posterior covers the true value of a parameter.

Although there are many concerns on the uniform prior, the uniform prior is still
the most popular prior. The uniform prior is simple and “safe”. Unlike other priors
(e.g., LogNormal) that you have to “guess” the best support for this prior, the uniform
prior can be simply set as a very large interval. This numerical study is a preliminary
result that may initiate some changes in Bayesian spatial statistics. Besides the efforts
of objective priors (Berger et al., 2001), people also put some efforts to construct good
priors for spatial models (e.g., Fuglstad et al., 2019). A comprehensive review and some
numerical comparisons are encouraged to be given. Furthermore, there are two practical
issues which may prohibit the widely use of the proposed prior: (1) how to set up
C and u(0) is vague to some practitioners; (2) the computation of the prior is using
Taylor’s expansion is inconvenient to some practitioners, and a package or some codes
are encouraged to be provided. Once the proposed prior can be implemented as easily
as the uniform prior, there is no doubt that people will switch to the proposed objective
prior.
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Contributed Discussion

F. Llorente*, L. Martino’, and D. Delgado-Gémez?

In (Leisen et al., 2018), the authors introduce a novel approach for building objective
prior densities p(#) based on proper score rules. Here we discuss some issues regarding
the fact that p(#) can only be evaluated up to a normalizing constant, and the applica-
tion for model selection purposes. We also provide an additional comparison (and the
corresponding code) with the intrinsic Bayes factor approach, extending the numerical
experiment in Appendix E of the Supplementary Material, provided by (Leisen et al.,
2018).

Introduction

We would like to congratulate the authors in (Leisen et al., 2018) for this contribution
on devising objective prior densities, as we believe it will further encourage the use of
the Bayesian formalism when there is little, or any, a priori knowledge of the parameter
of interest. Only the knowledge of support domain © is required for the construction,
hence they are “more” objective than other popular model-based approaches. To derive
the objective priors, in the form of p(6) o e~ the authors rely on proper score rules,
which defines a second order differential equation for p(#). Interestingly, the authors
also show that the same differential equation can be obtained by minimizing the sum of
entropy and Fisher information. The solution is not a unique prior density but a class of
prior distributions, where some parameters can be set by the practitioner. For instance,
the resulting priors can be forced to be proper. This is very useful in contexts where
other objective priors are problematic, e.g., model selection via Bayes factors.

Analysis of the proposed approach

Although we believe the class of objective priors that result from this work are really
useful, below we remark some critical points and suggest some possible solutions. The
proposed prior densities p(#) o e~ cannot be analytically obtained, but they are im-
plicitly determined by an equation relating u(6) and its derivative u'(6). The authors use
a Taylor expansion to evaluate u(6+¢) provided that u(8) is known. Thus, the evaluation
of p o e™* is only approximate (even if additional terms in the Taylor expansion can be
included in order to increase the precision). Furthermore, the normalizing constants of
the priors p(#) o e~%® are also unknown. These normalizing constants are not needed
in the Markov chain Monte Carlo (MCMC) scheme given in Appendix A of the Supple-
mentary Material, but it is required for the computation of Bayes factors. To solve this
issue, one possibility is to modify this MCMC algorithm in order to sample from p(6) and
then use reverse importance sampling (RIS) (Llorente et al., 2020, Section 3). Namely,
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we first obtain a sample 8, ..., #(T) from the prior p(0) using a modification of the
MCMC algorithm from Appendix A, where the acceptance probability is replaced by

®) g’
i ~fu(®)—u(o ) 4(0710")
@ mln{l,e 2100 [ ° (1)

Then, using an auxiliary density ¢(0) defined on ©, we compute

L p00)
= (— *”—) : (2)
T L o—u(®®)
t=1
which is a consistent estimator of [g e~9dp. The auxiliary density o(#) should have
lighter tails than the prior p(f) to avoid the infinite variance problem (as often oc-
curs with the harmonic mean estimator). See the theoretical example in Section 7.1 of
(Llorente et al., 2020). Since the evaluation of p(f) is approximate, note also that the
resulting MCMC algorithms fall within the noisy MCMC framework (Alquier et al.,
2016; Andrieu and Roberts, 2009).

Comparison with partial and intrinsic Bayes factors
Consider the example from Appendix E of the Supplementary Material. The goal is

to compare two models by means of the Bayes factor, namely M; = {fi(z|f) =
07e=?/x!, pi1(0)} and My = {fo(z|¢) = ¢(1 — ¢)%, p2(¢)}, when independent data
x = (21,...,xy,) are generated from each of them. The authors used a uniform prior

p2(¢) =1, ¢ € (0,1), and their proposed prior for p; (). Hence, the Bayes factor BFy
is well defined since p;(6) is proper. Note that the unknown normalizing constant of
p1(0) needs to be approximated in order to compute BFjs. Tables 7 and 8 in the Sup-
plementary Material give the results obtained for n = 30 and n = 100, showing the good
performance in the detection of true model using the proposed objective prior p; ().

Here, we aim to replicate Tables 7 and 8 using another uniform prior p;1,,(6) x 1, 6 €
(0,00) for model M; instead, i.e. an improper prior. In this situation, the Bayes factor
is not well-defined due to the arbitrary constant in pq,(6). Hence, we need to resort
to partial Bayes factors (O’Hagan, 1995, Sect. 2), where we compute the posterior of a
single observation z; (training set) under prior pi,(6), ie., p1(0|x;) < f1(z:|0)p1..(8),
and use p; (0|x;) now as a proper prior in the computation of BF5. In order to avoid the
dependence on the training sample, we use the idea in (Berger and Pericchi, 1996), called
intrinsic Bayes factors, that consists in averaging over all possible training samples,
resulting in the following intrinsic Bayes factor

IS fi(x—il0)p1(0]2:) d9 1 15 f1(x[0)do/ [ fi(ws]60)do
IBF . 3
e Z, < T f(x|0)do Zz - X Fa(x|0)do ®)

Note that the cost of computing I BF}, increases with n. We compute IBFis in 100
different runs for several true values of # and ¢, and we show the results in Table 1
and Table 2 for n = 30 and n = 100, respectively.! The results clearly show that the

!The Matlab code is available at http://www.lucamartino.altervista.org/Code_Llorente_
CommentLeisen.m.
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uniform prior on 6 allows for correctly selecting M; when it is indeed the true model,
with very few exceptions as also obtained in the paper. However, when Ms is the true
model, the use of such improper prior makes probable selecting M; as the most likely
model, as proves the 43 exceptions obtained when ¢ = 0.8 and n = 100, that is, almost
half of the time we would wrongly select M; over M,. This also shows the benefit of
the objective priors proposed in (Leisen et al., 2018).

True model = M; True model = M,
0 min max Exceptions 0] min max | Exceptions
5] 6.28x10% | 3.95x101! 0 0.5 | 5.45x107Y | 884.25 30
2 0.55 7.40x10° 1 0.2 | 1.61x10726 | 9.76 2
0.8 0.004 10.51 66

Table 1: Model comparison for n = 30. Minimum and maximum [BF|, under true
model M; (Poisson) and My (Geometric) for 100 simulations.

True model = M; True model = M
0 min max Exceptions || ¢ min max Exceptions
5 [2.38x10M | 4.52x10%° 0 0.5]1.98x10~13 |  500.52 4
2] 2.22x10% | 2.60x10™ 0 0.212.02x10"72 | 3.34x10~18 0
0.8 0.003 6.69 43

Table 2: Model comparison for n = 100. Minimum and maximum IBF)s under true
model M; (Poisson) and My (Geometric) for 100 simulations.
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Contributed Discussion

Francisco Louzada®, Eduardo Ramos', and Pedro L. Ramos?

We congratulate the authors for their stimulating and excellent work on proposing a
different procedure to obtain objective priors. The current methods usually depend on
difficult metrics that may not be obtained when the model has a more complex structure.
On the other hand, the Leisen, Villa and Walker (LVW) proposal does not depend on
the selected model and can be constructed based solely on the parametric space.

In this discussion, we show how to compute the prior presented in the LVW paper on
an specific scenario, where the parametric space of the prior is (0, 00)*, for k > 1. More
specifically, we provide (i) the steps to reduce the computation for the k-dimensional
initial value problem to the unidimensional case, under certain constraints on the used
constants, (ii) a method for obtaining a closed formula for approximating the solution
for the unidimensional case, and (iii) an illustration of our procedure to the Gamma
distribution.

Following the LVW paper, we analyse the prior p : (0,00)* ¢ R* — R given by

p= e % where u : (0,00)¥ C R¥ — R is the solution, for j =1,--- ,k, of
ou
ﬁzsj\/ce“—Qw(l—ku)/k, u(0,---,0) =ug > 0, (1)
j

where c € R, w € R and s; € {—1,1} for 1 < j < k. We consider only the cases where
s; = 1 for all j, since s; = —1 implies in u being decreasing in ¢; which, together with
p = e “, implies in p being improper. Moreover we suppose ¢ > 2w/k > 0 in order to
have ce* — 2w(1 +u)/k > 0, for all u > 0.

Firstly, we prove that the solution of (1), for dimension k > 1, can be reduced to the
solution for the unidimensional case with any initial condition vy, as long as 0 < vy < ug.
Indeed if v : (0,00) — R is the solution of

o (0) = yfee® — 2(w)(1 + 0(6)), v(0) =g > 0, (2)

where w* = w/k and 0 < vg < wg, since we are supposing ¢ > 2(w*) > 0, it follows
that ce? — 2(w*)(1 + v) > cw?/2 > cv3/2 for all v > 0. Thus, v'(8) > \/cv3/2 > 0
for all 6, which implies that v is strictly increasing with limgy_,o v() = oo. Therefore,
given ug > vy, there exists a unique 6(ug) such that v(6(ug)) = uo, and thus a direct
computation shows that u(fy,---,0;) = v(0; + -+ + 0 + 0(up)) is the solution of the
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equation (1). In practice, since (2) is an ordinary differential equation, the value 6(ug),
such that v(f(ug)) = ug, can be computed by numerically solving (2).

To construct an explicit formula for v(f) for ¢ > 2w* and vy > 0, since v(6) has a
fast growing rate, we propose approximating log(v(6)) via a polynomial by the following
method: using the least squares method, we find a = (a1,-- ,a,,) minimizing the
function G : R™ — R given by

h
G(a) = Z(ga(%}) —log(v(0;3)))? for all a € R™,

i=1

where g4(0) = a1 + a2 + - - - + an0™ ' and {01y, -+ .0y}, is a large set of values in
[0, Omax), for a given Omax > 0. Therefore, due to the least squares formula, a is obtained
by solving the linear equation (AT A)a” = ATHT, with A = (0?{1.}) € Mpxm(R) and
b = (log(v(fq1y)), -+ ,log(v(0(xy))) € R", where the values v(fy;}) are computed by
solving numerically the differential equation (2).

Thus, if h and m are large enough, ¢,(f) should provide a good approximation
for log(v(#)) in [0,0], and from p = exp(—exp(log(v))), we conclude that ¢(f) =
exp(—exp(gq(#))) should provide a good approximation for p(6) in [0, 6 ]. Moreover,
as long as the dominating coefficient of g, (6) is positive, both ¢(6) and p(#) should decay
fast to 0 as 6 — oo, and thus we expect the approximation to be accurate in [0, 00) as
well.

For instance for ¢ = 2, w* =1 and uo = 0.01, we consider the values f;; = 0.01-j
for 0 < j <600, 0 =6, m =5 and, following the above method, we obtain

q(0) = exp(— exp(—4.5461 + 0.73220 + 0.2734 6% — 0.0935 6% + 0.01056%)),  (3)

as an approximation for p(f) = exp(—v(#)), where v satisfies (2) with vy = ug = 0.01
(see Figure 1). Moreover, numerically, we can obtain v(2.28) ~ 0.1 and v(4.63) ~ 1.31
and thus from the above discussion (2) ¢(f + 2.28) provides a good approximation for

1.0
0.4

a —— Prior
- = Approximate

0.3

(6)
(6)
0.2

0.1

00 02 04 06 08
|

0.0

Figure 1: Priors p(6) and our proposed approximation ¢() for ug = 0.01 (left panel)
and ug = 1.31 (right panel).
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the prior p under the condition ug = 0.1 and ¢(6 4 4.63) provides a good approximation
for the prior p under the condition ug = 1.31 (see Figure 1).

Now we consider an application in the Gamma distribution with shape and scale
parameters. From (3), an approximation of the proposed prior (without the normalized
constant) for ug = 0.01 can be written as

(01 + 02) o< (61 + 02) = exp(— exp(—4.5461 + 0.7322(0; + 02) + 0.2734(6; + 65)*

—0.0935(6; + 65)® + 0.0105(6; + 62)")).
(4)

Likewise, from the above discussion, we can obtain the priors assuming other values
in ug = 1.31, e.g., we have m(0y,63) o q(61 + 62 + 2.28) for uy = 0.1 and 7(61,02) x
q(01 + 05 + 4.63) for ug = 1.31.

In Figure 2, we compared the proposed prior (4) to the Jeffreys prior when the model
follows a Gamma distribution. The Metropolis-Hastings algorithm was constructed for
both models using the same approach. The comparison was made for n = 10,15, ...,120,
assuming 5,000 different random samples for each n. The bias is presented to compare
the obtained posterior means. Although the aim is not to select a specific prior, we can
observe that both return satisfactory results in terms of bias, decreasing as the sample
samples increase.

@ ]
(=1
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|

— Jeffreys
New

0.6
|
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|

Bias (64)
0.4
|
Bias (6,)

0.2
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Figure 2: Average Bias for the estimates of the Gamma distributions with 6; = 2 and
02 = 0.5 under different samples sizes.

Overall, we observe that the LVW approach to construct new objective priors can
be useful when the standard methods cannot be applied due to the model’s complexity.
This note proposed a useful polynomial approximation that can be easily implemented
on the standard software/packages such as OPENBUGS, JAGS, and Stan. The results
for our simulated scenarios were satisfactory when compared with Jeffreys prior. We
observed that the value of ug impacts the posterior estimates, and sensitivity analysis
plays an essential role during the prior selection. As a possible extension of this note, it
may be considered the same approach for other parametric spaces.
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Contributed Discussion

Rob Trangucci*, Derek Hansen!, and Yang Chen?

The authors propose a method for using proper local scoring rules of order two to gener-
ate novel objective priors that, depending on the modeler’s choices, can be constrained
to be proper distributions. We wholeheartedly agree that the method’s ability to gen-
erate proper priors is one of its main strengths. In addition to the scenarios explored
by the authors, a proper objective prior is useful as a baseline prior for methods that
measure the information content of informative priors applied to model classes for which
objective priors do not exist or posterior propriety is not guaranteed Reimherr et al.
(2020); Jones et al. (2020).

Figure 7 and Tables 1 and 2 illustrate the flexibility of the prior within the broad
class of proper priors over © = (0,00). While the focus on the parameter space alone
does, in some sense, indicate the prior is more “objective” compared to other objective
prior procedures, the parameters ultimately do interact with the likelihood function
(Gelman et al., 2017). Tables 1 and 2 also indicate that for many values of ¢ and u(0)
the priors can be quite informative depending on the likelihood.

Jones et al. (2020) gives a measurement of just how much information a prior distri-
bution adds to a posterior distribution for a given dataset, namely, the observed prior
effective sample size (OPESS). OPESS measures how many incremental observations
the prior represents in a posterior when compared to a separate posterior employing a
noninformative prior.

We can use the method from Jones et al. (2020) to compare the OPESS for two
objective priors over ® = (0,00): prior m; with ¢ = 2,4(0) = 0.1, and prior 72 with
¢ =2,u(0) = 0.65. The strength of the method is that it is a proper Bayesian posterior
estimand, so one can use the distribution over OPESS just as one would the posterior
over the parameters. We will use it to compute the probability that the OPESS under
mo is greater than the OPESS under 7 for a given dataset, and the probability that
the OPESS for ms is greater than the number of observed data points.

In keeping with Appendix B, suppose we observe 20 samples with a mean of 1.35
from a Poisson(¢) distribution. That the objective prior with «(0) = 0.65 is informative
is readily apparent from a comparison of posteriors in the first column of Figure 1; the
right tail of the posterior does not extend past 1.5, while the right tail of the posterior for
w1 extends past 2.5. The probability that OPESS under 7, is greater than the OPESS
under 71 is 1, and the probability that OPESS is greater than 20 for 7o is 0.96. The
distribution of OPESS is shown in the second column of Figure 1. If we take the Kass
and Wasserman view of objectivity (Kass and Wasserman, 1996), as the authors seem
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Figure 1: Comparison of posteriors and observed prior effective sample size under objec-
tive priors with ¢ = 2 and «(0) = 0.1 in the top row and «(0) = 0.65 in the bottom row.
The draws from the posterior are generated with CmdStanR (Gabry and Cesnovar, 2020;
Carpenter et al., 2017). The code that reproduces the figure is at https://github.com/
rtrangucci/pss-objective-prior.

to, that an objective prior is a prior generated via a set of rules, how should the modeler
choose a value for u(0)?

It is not immediately clear how a prior that yields a constant proper local scoring rule
of order two should be interpreted. The connection between the solution to equation
4 and the p which minimizes Ig(p) + %I r(p) is interesting, and could provide more
intuition about the properties of these priors. Our interpretation is that minimizing the

functional:
1 (dlogp(6)\>

is akin to maximizing the entropy of p(#) while penalizing the square of the Ly norm
of the score. When viewed through this lens, we can make the connection to smoothing
spline regression, where a loss function is minimized with respect to an unknown function
of covariates while penalizing the roughness of the function by penalizing its derivatives
(Keener, 2011; Friedman et al., 2001). The solution to the above minimization problem
makes sense in terms of generating an objective prior: We maximize the entropy of the
prior but favor smoother distributions. We look forward to more research into this class
of objective priors.
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Brunero Liseo*

Let me first congratulate with the Authors for this highly thought-provoking paper.

The selection of a really objective prior for a statistical model is an impossible
task, since any (especially proper) prior would bring some sort of information. Today,
there is a broad agreement that an objective prior should be taken as a “reference” or
“benchmark” point, and evidence from the data should be measured — in some way —
in terms of deviation from this reference point.

The main novelty in the paper, in my opinion, is represented by the fact that the
search of the “objective” prior is disconnected by the statistical model and it is only
based on the parameter space. This choice is supported, in the Introduction of the paper,
in terms of “objectivity”, since the specific choice of a model is considered as subjective.
The obvious consequence of this choice is the loss of invariance, which seems to me the
real point to discuss.

According to the de Finetti’s representation theorem, at least in an exchangeable
setting, the parameters in the model are merely “Greek letters” (Lindley, 1990) which
allow us to represent, in a convenient way, our probability statements on the observables.
In the (parametric!) statistical practice, one selects a model and the mutual “distances”
among the probability distributions which are members of that model are rarely repre-
sented by the Euclidean distance. In a location model, this can be safely assumed, in
more complex situation, it cannot. Here I consider one of my favourite examples, which
often operates as a counterexample, namely the simple standard skew-normal model,
that is

p(z|A) = 2¢(x)P(Az), r ER; N ER,
with ¢(-) and ®(-) being the pdf and the cdf of a standard Normal distribution, respec-
tively. For large values of A, p(z|)) is almost undistinguishable from p(z|A + ) in the
sense that the ratio of the two densities, i.e. ®(Ax)/P((A + 0)x), is practically constant
for any value of x. The use of the same prior for such a shape parameter and for a loca-
tion parameter might be highly misleading. Also, the skew-normal model has another
“natural” parameter space, the set [—1, 1], which is obtained from the transformation

A
V14 A2
None of the parameters, either A\ or §, can be considered natural here: what is the

objective prior suggested by the Authors in the two cases? Do they produce the same
inference, in a predictive sense?

From a more general perspective regarding invariance, my impression with the pro-
posed method is that the price of buying objectivity “and” properness is not negligible,
since:

*Sapienza Universita di Roma, brunero.liseoQuniromal.it
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e you have to select a parametrization: but this is exactly what the Jeffreys’ method
wants to avoid in order to find a sort of conventional prior.

e the method finds a class of priors, and additional subjective choices for ¢ and u(-)
are often necessary.

Another issue, which might deserve attention, is that a Bayesian analysis with reference
or Jeffreys’ improper priors is often the best way to understand and use classical results.
If you judge priors from their frequentist behaviour, then it is hard to beat them, at
last in regular models.

Finally, the Authors say in the Introduction that “models are by and large mis-
specified and consequently model based priors are propagating this misspecification”. In
this regard, I like to take a nonparametric perspective: when we choose a parametric
model, we confine ourselves on a negligible subset of all possible cdf’s on the observ-
ables. The search of an objective prior is actually the search of a conditional (on the
model!) objective prior: that makes, in my opinion, the link between model and prior
indissoluble.
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Ian H. Jermyn* and Karthik Bharathf

The authors propose a nice procedure for prior construction using maximum entropy
under a constraint on the local ‘non-uniformity’ of the density (and potentially further
constraints such as concavity or monotonicity). Use of the resulting priors in mixture
models, model selection criteria, and their (possible) propriety, make them attractive.

We are concerned, however, by the lack of ‘invariance’ (more accurately, equivariance
under diffeomorphisms of parameter space) of the approach. This condition is essential
for a well-defined method, and hence for one that claims to be ‘objective’. One can see
this from several points of view.

1. Mathematically, the lack of equivariance implies that the method is not well-
defined as it stands, since different parameterizations will lead to different prob-
ability measures on the parameter space, and therefore different posteriors and
inferences. Only if a procedure for selecting a distinguished parameterization (or,
more precisely, as discussed below, an underlying measure) is specified does the
method become well-defined. Such a procedure is not specified in the paper.

2. Example: If the prior density only depends on the parameter space, then the prior
density on Ry x Ry will have the same functional form whether we parameter-
ize a Gamma likelihood with ‘shape’ and ‘scale’ or ‘shape’ and ‘rate’. This one
functional form corresponds to two different prior probability measures, leading to
different posteriors. Which should we use? In a similar but physically motivated
example: if two researchers choose to parameterize a model using temperature T
or inverse temperature S = 1/T, both common choices, the parameter space will
be R in both cases leading to densities of the same functional form, and therefore
different prior probability measures.

3. The lack of equivariance is equivalent to the lack of a well-defined underlying
measure against which to define a density. It is well known (and obvious) that the
expression for the entropy, I, is not well-defined unless the logarithm contains a
ratio of p to another reference density m, both of which are defined with respect to
an (arbitrary) measure dx, meaning that m(x) dz is the underlying measure with
respect to which the density is defined. Similarly, Ir is not well-defined unless p
is replaced by p/m.

4. The paper attempts to avoid this issue by invoking Lebesgue measure in Defi-
nition 1. We note, however, that Lebesgue measure is itself not a well-defined
quantity until the additive algebraic (as opposed to topological) structure of R
(or, alternatively, the action of the translation group on R) is defined. This struc-
ture is rarely present a priori, yet without it, the underlying measure is arbitrary.

*Department of Mathematical Sciences, Durham University, UK
tSchool of Mathematical Sciences, University of Nottingham, UK
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5. Finally, in a reductio ad absurdum, we note that lack of equivariance is the only
argument against using the uniform density in a particular parameterization to
represent ignorance. If equivariance is no longer a requirement, then this choice
is once again on the table. Indeed, the method predicts this: it is easy to see
that the global minimizer of I(p) (minimizing over boundary conditions as well as
densities) is simply the uniform density.

The proposed method, maximum entropy under a constraint on the local ‘non-
uniformity’ of the density, together with further constraints, in the form of bound-
ary conditions or otherwise, might be described as ‘objective’, in Jaynes’ sense (when
discussing maximum entropy more generally) of depending on objectively-defined con-
straints only, were it not for the arbitrariness introduced by the lack of a well-defined
underlying measure (equivalently, lack of equivariance to diffeomorphisms of the param-
eter space). This makes the proposed method dependent on arbitrary choices, which is
the opposite of ‘objective’. However, procedures for defining such measures do already
exist: in particular, group invariance and the use of the likelihood, as in Jeffreys’ prior,
provide solutions.

The use of the likelihood for this purpose should not be scorned. If we know nothing
about a parameter a priori, from whence does its connection to reality, its meaning,
arise? This can only come from the likelihood connecting the parameter to current data;
this is all that remains to define, for example, the difference between temperature and
inverse temperature. In this situation, it is not only unsurprising, it is inevitable, that
any prior will depend on the model.

The introduction of such a model-dependent measure as the underlying measure for
the definition of the entropy and non-uniformity terms in the proposed method would
result in a well-defined method with great utility.
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D. Stephen Coad* and Hugo Maruri-Aguilar®

Abstract. This discussion contains some comments on the paper by Professors
Leisen, Villa and Walker. These concern the class of objective priors known as
probability matching priors.

Keywords: differential equation, Jeffreys’ prior, probability matching prior.

We commend the authors on their proposal to generate new types of objective prior
distributions, tailored according to specific inference needs. It is briefly mentioned in
Section 1 that one important class of objective priors are the probability matching
priors. The connection between these and those that are proposed in the present work
is not entirely clear.

In Datta et al. (2000) and Sweeting (2008), Jeffreys’ prior is obtained by solving
a differential equation. Let X7, X5,... be a sequence of independent and identically
distributed random variables with common density f(z;0), where 6 = (6,...,6%)".
Further, let I}Z(0) denote element (7,7) of the inverse of the Fisher information matrix
per observation. Now define

> 0
w0 = [ o paoyds
! q(6,) 99,

where ¢(6, ) satisfies

/ flz;0)dz = «
q(6,2)

for 0 < a < 1. Then, using the summation convention, Theorem 1 in Datta et al. (2000)
states that, if a prior 7(#) satisfying

0
00;

{TZ(0)1(0, )m(0)} =0

exists for every a, then it must be Jeffreys’ prior. Such a prior 7(6) is termed a level-«
predictive probability matching prior.

It would be interesting to know whether an objective prior p(6) that satisfies (2)
can be seen as also satisfying the above differential equation. If this is the case, then
this would provide an important link between the proposed class of objective priors and
Jeffreys’ prior. Note that it was shown in Datta et al. (2000) that the latter only satisfies
this differential equation in the case k = 1. Hence, an objective multiparameter prior
p(0) o< exp{—u(f)} satisfying (4) would not, in general, correspond to Jeffreys’ prior.
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Theodore Kypraios™

I would like to thank the authors for a thought-provoking paper on constructing objec-
tive priors. I would like to highlight the following two (unrelated) points:

1. [Sampling] The authors discuss how one can draw samples from the posterior
distribution of the parameter 6 given the observed data using Markov Chain
Monte Carlo methods. For example, in the supplementary material they employ a
Metropolis-Hastings algorithm which requires evaluating the prior density at both
the current and the candidate value of the chain which is done numerically.

What if one is interested in sampling from the posterior using a (naive) Ap-
proximate Bayesian Computation algorithm or perhaps a Sequential Monte Carlo
algorithm both of which will require to sample from the density of the proposed
objective prior? Can the authors discuss how one can sample from such prior
distributions?

2. [Epidemic Modelling] In a standard (homogeneously mixing) Susceptible-In-
fective-Removed (SIR) stochastic epidemic model during its infectious period,
an infective individual has infectious contacts with each susceptible individual
at times given by the points of a Poisson process of rate /N with the further
assumption that these Poisson processes are mutually independent, and where
denotes N denotes the size of the population.

The basic reproduction number, Ry is a quantity of tremendous importance not
only within the epidemic modelling community but also for policy makers as the
ongoing COVID-19 outbreak has profoundly demonstrated. In the standard SIR
model Ry = BE[T7], where T denotes the infectious period distribution.

A common choice for the infectious period is the Exponential distribution which
1

is either parameterised in terms of its rate, say -y, or its mean 5
(a) Due to the lack of the invariance property when constructing the proposed
objective priors wouldn’t be the case that the implied prior distribution for

Ry will be different depending on which reparameterisation is used?

(b) A typical choice in the literature for uninformative priors for both the in-
fection () and removal (y) rate is to use an Exponential distribution with
very low rates (e.g. 107%). It has been shown (Clancy and O’Neill, 2008) that
such a choice leads to an implied prior distribution of Ry with prior mean
E[Rp] > 1 which is not ideal since often researchers will report the posterior
of Ry which depending on how much information is available in the data may
be influenced by the prior.
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Can the authors elaborate on how their approach can be implemented in
this case? Ry is parameter that is positive but at the same time depending
on the model that is used, it will be defined accordingly. For example, if
Tr ~ Gamma(u,v) with E[T7] = % then Ry = % In other words, will the
ratio of two objective prior distributions also lead to an objective distribu-
tion?
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Fabrizio Leisen*, Cristiano Villat, and Stephen G. Walker?

We are very grateful to the many discussions we have received which contain insight-
ful comments and stimulating ideas. Objective Bayes is a cornerstone of the Bayesian
framework; numerous problems and scenarios require the specification of default priors.
While there are established approaches that have successfully contributed to the devel-
opment of this research area, the growing complexity of real problems requires serious
reconsideration as to how default priors can be chosen. We advocate a switch in focus
in order to achieve practical implementations of the Bayesian framework. In fact, the
methodology we propose in the paper challenges the status quo by re-defining the no-
tion of objectivity. Clearly, this new view, as the many contributions we have received
indicate, opens stimulating debates on the philosophical and practical aspects of the
proposed class of priors. This paper, has therefore to be considered as the beginning of
a novel research stream within objective Bayes. This is supported by the fact that we
have received several suggestions of its implementation and extensions.

1 Invariance

A number of discussants mention invariance and comment on the lack of it, including
Consonni and Garcia-Donato, Liseo, Jermyn and Bharath. The reason is due to
the lack of invariance of traditional information criterion. For example, for the Shannon
information I(p) = [ p logp, it is quite possible for I(p;) > I(p2) and yet following a
transformation p — p, the reverse inequality arises; i.e. I(p1) < I(p2). Nevertheless, the
Shannon information is used a lot despite this negative property.

Our argument in the paper is that the priors under consideration are all adequate
for what it is they are chosen to do. Even within a single parameterization, the notion
of a chosen prior is more about adequacy rather than any notion of uniqueness.

Nevertheless, to question a Bayesian procedure for lack of invariance is of funda-
mental interest and could arise even in simple and well used routines, such as a lack of
invariance for Bayes estimates. Let us consider a very specific example.

Suppose 7(6) = e~? is the prior for parameter ¢ for the model f(x | §) = §e~?.
The posterior based on a sample x1., is

(0 | £1.,) = Gamma (1 + n,1 + nZ).
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The Bayes point estimate, with respect to square loss, is

1+n
14+nz

é\:
An alternative parameterization is ¢ = 1/6. The prior for ¢, based on the transform of
densities, is 7(¢) = ¢~2e~'/? which is IG(1,1); i.e. inverse gamma. The posterior is
(¢ | x1:) =1G (1 +n,14+ nx)
and the Bayes estimate now with square error loss is

~ 14nzx
6= .

n

So, depending on the parameterization, we have two different answers. Since, note that
0#1/¢.

Note that the above issue does not disappear even when a prior with invariance
properties, such as Jeffreys, is employed. In fact, for the exponential distribution, the
Jeffreys prior is 7/(0) oc ~!. If the parameterization is ¢ = 6~ then Jeffreys is
7/ (¢) oc ¢~1. In the first case we have

7/ (0|21.,) = Gamma(n,nz),
yielding the estimator 6=1 /Z. For the second parameterization, we have
7 (|x1m) = IG(n, nT),

with estimate ¢ = nz/(n — 1). Therefore, even in the case of a noninformative prior,
57& 1/ g/b\ It is quite clear that despite the two answers, there is really no concern from
a practical perspective. Both answers are good and satisfactory. Hence, to criticize a
Bayesian procedure for lack of invariance and to “prohibit” any such procedure, would
need at first to take a long hard look at the Bayes estimates and potentially a much
wider class of Bayesian practices.

2 Prior based on the parameter space only

A key idea in our approach is to derive the class of priors on the basis of the knowledge
of the parameter space only. This aspect has been discussed by Consonni and Garcia-
Donato, Liseo, Jermyn and Bharath and Rubio and Steel.

To clarify on this aspect, we argue that the Bayesian prior is given by the probability
measure Il on a suitable space of density functions and constructed from statistical
model f(-|f), 8 € ©, and probability density p(d) on O, via

T(f € 4) = / p(6) do,
{0: f(-]0)€A}
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for all measurable sets A. Here, the random density function f is generated by taking
0 ~ p and then setting f(-) = f(-]9).

This is a more direct interpretation of the prior and avoids the inconvenient sep-
aration between Bayesian parametric and nonparametric methods. Indeed, it is useful
to visualize Bayesian inference as the generation of a random density and associated
functions; even if one is only considering random normal density functions. From this
perspective, the two components that are traditionally known as the likelihood, f(-|6),
and the prior, p(6), are mere tools used for constructing II and, perhaps, the reasons
for this nomenclature are more historical than accurate.

Hence, the prior II can never be assigned completely on objective grounds, as the
function f(-|f) is the data model. However, the function p(f) can be derived through
some objective method. This said, it is puzzling to understand why p(#) and f(-|0) need
to feed off each other in any way; other than the # in both needs to be sitting in the
same parameter space ©.

Consequently, in the paper we investigated the possibility of defining objective prior
distributions that are not model dependent and based on the sole knowledge of the
parameter space ©. The p(#) using only © loses the connection with the data model
part of II and hence could be argued as a consequence to be more objective. In fact,
data models are by and large misspecified and, consequently, model based priors are
propagating this misspecification. So, while a model based prior reinforces the connec-
tion between the misspecified model and the prior itself, a prior that depends on the
parameter space loses only the connection.

We would like to stress the fact that we are not claiming that a prior can be struc-
tured without having any connection with the reality and, therefore, with the aim of the
statistical analysis. A decision-maker (or experimenter) would naturally have knowledge
of the problem she wants to tackle and, of course, this will be reflected in the whole
modelling, including the choice of features the prior should have. Our point is that the
method that constructs the prior does not involve the functional form of the model (i.e.
the likelihood function).

3 Choice of ¢ and u(0)

A few discussants have highlighted the necessity of clearer guidelines on how to set
the initial condition «(0) and the constant ¢ in the differential equation at the basis of
the class of objective priors. We appreciate that Giummolé and Ventura performed
a comparison for a specific directional model when the two settings proposed in the
paper are employed. In the specific, there is a direct comparison with the classical
noninformative prior for this type of model and the G-prior. We agree that the proposed
settings lead to a prior with light tails, rendering it not suitable for specific cases; this
was also mentioned by Rubio and Steel.

In fact, the suggestions given in the paper are based on initial illustrations. We
agree that further research has to be carried out so to achieve a prior that has, in
some circumstances, more appealing properties. For example, it will be appropriate to



1420

Rejoinder
o
=R — w=1
. ’ w=05
L =01
© LN w=
e v w =0.05
VN
vl
VN
S Lo
S Lo
= ' \
<t ' \
o 1 v
". ‘I
)
o P
o , \
1 \
o ‘ \
e T T T T T T T
0 5 10 15 20 25 30
0

Figure 1: Plot of the positive half of the prior on (—o0, 00) for different values of w.

identify a set within the class of priors with heavy tails. An additional idea, would be
to consider different values of w (as pointed out by Shestopaloff and Liverani); in
fact, if we look at Figure 1 in the paper, it is clear that the weighting parameter w
can play a role in defining the shape of the tails of the distribution. Motivated by this
example, we investigated further the tail behaviour of the prior with respect to the
weighting parameter w. As an illustration, consider the case (—oo,00). Figure 1 shows

the positive half of the prior with different values of w. It can be appreciated that tail
of the prior gets heavier as w decreases.

Choosing different scoring rules could be another way to achieve heavy tails. On this
regard, future work will be devoted to an extensive study of applying scoring rules we
did not consider in the paper. For example, as suggested by Giummolé and Ventura,

the Tsallis scoring rule may represent an appealing candidate to derive more robust
priors.

As mentioned at the beginning of this rejoinder, the paper sets a new framework
to derive objective priors and, therefore, there are still aspects must be explored, such

as the calibration of ¢ and u(0), which was not formally and extensively studied in the
paper.

An important remark about the choice of ¢ and «(0), is that they in appearance un-
dermine the “objectivity” of the class of priors, as mentioned by Liseo and Fouskakis.
However, the idea here is to obtain prior distributions that have a flavour of objectivity,
given by the setting S(6,p) = constant; but at the same time we would like to have
prior distributions that can be actually implemented in reality. For example, as pointed
out by Zhou, in spatial statistics it could be not straightforward to implement a ref-
erence or Jeffreys prior. Furthermore, it is well known that for some mixture models,

both Jeffreys and reference prior are not suitable as they lead to improper posteriors
(Grazian and Robert, 2018).
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Finally, Trangucci, Hansen and Chen illustrate how the setting of ¢ and u(0)
can be evaluated, when the obtained prior is proper, by measuring the informational
content in the prior itself. In particular, they suggest the use of the observed prior
effective sample size (OPESS) method, introduced in (Jones et al., 2020). We believe
that this is an interesting idea that surely deserve further investigation.

4 Model selection

This area of research has been touched on by many discussants, including Fouskakis,
Consonni and Garcia-Donato, Llorente, Martino and Delgado and Rubio and
Steel. Besides laying out some points of discussion, they have also contributed to po-
tential directions for future research.

There is a fundamental point we would like to make about the implementation of
the objective class of priors proposed in the paper. As mentioned above, the fact that
it is a class of priors, implies that one should not apply the resulting priors blindly.
Obviously, the decision-maker (or experimenter) has an idea on the problems she would
like to solve and therefore the aim of her statistical analysis. If we consider Example 1
in Consonni and Garcia-Donato, the discussants point out that the flat prior on the
parameters of the model satisfies the predictive matching (Bayarri et al., 2012). Whilst,
the proper solution outlined in our proposal does not. However, as we discuss in the
paper, the flat prior is included in the class of objective priors proposed in the paper.
In other words, the flat prior should not be considered as an alternative to our prior,
given that the former is a special case of the latter.

For the Example 2 in Consonni and Garcia-Donato, we agree that the conven-
tional prior represents a better choice. The reason, as pointed out by the discussants,
is the assumption of prior independence for the two parameters. In fact, the paper
focusses mainly on the uni-dimensional case, and multi-dimensional parameter spaces
are briefly touched (see Section 5.2). We thank the discussants as indeed future work
should be developed on the multi-dimensional case and it will be very interesting to
follow the suggestion of employing our methodology to obtain a prior that holds the
adaptive structural property.

An interesting argument from Fouskakis concerns the evaluation of the Bayes Factor
when the marginal likelihood is not analytically available. We would like to point out
that in our examples we did not use analytical expressions for the Bayes Factor. The
marginal likelihoods have been computationally evaluated. To this respect we welcome
the contribution of Llorente, Martino and Delgado who propose a more efficient
way to evaluate the Bayes Factor when our prior is employed.

In their discussions, Fouskakis and Rubio and Steel, mention the idea of non-
local priors as a robust alternative to our approach. We would like to point out that
non-local moment priors (Johnson and Rossell, 2010) can be obtained as a special case
of our prior, as discussed in Walker (2020).

Another important application of Bayesian analysis for model selection is in variable
selection problems. This is of particular interest when one deals with high-dimensional
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models where sparsity is necessary. We illustrate the use of the proposed method for
variable selection in a Poisson regression model (refer to the Supplementary Material).
Although we do not compare our prior with available alternatives, it is clear that its
performance is satisfactory. However, we welcome the suggestion and future research will
be devoted to investigate this aspect. In particular, it would be important to explore the
shrinking properties of the proposed prior when dealing with high-dimensional models.
In fact, let us consider the prior in Figure 3(a) defined over the space (0,00), and
symmetrise it to extend it to (—o0, 00). One can then choose appropriately ¢ and «(0)
to have a prior that is narrowing around 0 to achieve a desired shrinking effect.

5 Other issues

In this section we will comment some interesting suggestions raised by the discussants.

Kypraios and Shestopaloff and Liverani raised the question if the proposed
priors can be used in an approximate Bayesian computational setting and, in particular,
if it is possible to sample from the prior. Regarding sampling from the prior; it can be
done using a Metropolis—Hastings algorithm with the same Taylor expansion approach
illustrated in the paper. However, we believe that this aspect could be improved in
some specific cases by considering other methods, such as rejection sampling or, if p is
log-concave, adaptive rejection sampling.

Giummolée and Ventura and Iacopini, Ravazzolo and Rossini highlight the
use of different scoring rules in our approach. Indeed, as Parry points out, our paper
sets a general approach which is not confined to specific scoring rules. However, as
we warn in the paper, in order to avoid a trivial solution, such as the flat prior, it is
important to include a scoring rule which includes first and second derivatives. Once
this is ensured, the log-score can be replaced by other local scoring rules. This point is
stressed by Giummoleé and Ventura. It is interesting to see how Iacopini, Ravazzolo
and Rossini propose to use a different scoring rule in an econometric framework.

The discussion of Louzada, Ramos and Ramos is interesting. We appreciate
that they explored how to solve the differential equation in dimension k. There are two
interesting points in their discussion, (1) They propose how to reduce the problem to
a one-dimensional problem, and (2) They propose to use standard numerical analysis
techniques to provide a polynomial approximation of the solution. We welcome this
contribution as an additional tool to make our method more applicable.

Coad and Maruri-Aguillar wonder if our priors can coincide with Jeffreys’ priors.
We believe not in general, save possibly for priors on location parameters.

We welcome the discussion of Zhou. First, there is a discussion on priors used in
spatial statistics. Second, the results displayed shows that, in a specific example, our
approach is an improvement on the usual uniform prior approach. Furthermore, contrary
to our priors, the author highlights the difficulty of implementing reference and Jeffreys’
priors in this framework. We agree with Zhou and Fouskakis that a package will help
to popularize the method.
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Regarding the variational interpretation of the prior, Trangucci, Hansen and
Chen propose an interesting connection with smoothing spline regression, where a
loss function is minimized with respect to an unknown function of covariates while
penalizing the roughness of the function (by penalizing its derivatives). We agree with
their conclusion which suggests that our approach makes sense in terms of generating
an objective prior because it maximizes the entropy of the prior but favor smoother
distributions.

6 A final remark

The main contribution of the paper is to rejuvenate the idea of minimal information
in a prior distribution, subject to some constraints. In particular, we aimed at going
beyond Shannon’s entropy and the log-score. From this perspective, it is clear that the
notion of invariance is unnecessary, if not deleterious, as we have shown in Section 1.
If one insists in looking for invariant procedures, then many aspects of the Bayesian
framework will be undermined. To further see this, an interesting parallelism can be
seen with classical statistics. In fact, while Maximum Likelihood Estimators (MLE) have
invariance properties, it is well known that confidence intervals do not. But, regardless
of this, classical procedures are widely used without any effort in rectifying, what we
believe, is a “manufactured” problem.
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