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1 Introduction

One of the fundamental tools in the theory of Sobolev Spaces and their
applications to partial differential equations is Stein’s Extension operator
which allows to extend functions defined on a Lipschitz domain (i.e., a con-
nected open set with Lipschitz continuous boundary) Ω ⊂ Rn, n ≥ 2, to the
whole ambient space Rn preserving smoothness and summability. Namely,
in 1967 E. Stein [15] defined a linear continuous operator T from the Sobolev
space W l,p(Ω) to the Sobolev space W l,p(Rn) such that Tf|Ω = f for all

f ∈ W l,p(Ω), see also [16]. It is important to observe that Stein’s Extension
operator is universal in the sense that the definition of Tf is given by means
of a formula which is independent of l ∈ N and p ∈ [1,∞] and includes
the limiting cases p = 1,∞. That formula can be regarded as an integral
version of another classical extension formula found by M.R. Hestenes [8] in
1941 based on a linear combination of a finite number of suitable reflections
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and which can be used for the simpler case of domains of class C l. Loosely
speaking, Stein’s formula involves an infinite number of reflections and this
fact gives to Stein’s Extension Operator a global nature in the sense that the
value of Tf at a point x ∈ Rn \Ω depends on all values of f along a line in
Ω, see (10). Another extension operator was proposed by V.I. Burenkov [1]
in 1975, see also [2,3]. Burenkov’s Extension Operator is not universal since
it depends on l ∈ N. However, it has local nature in the sense that the val-
ues of Tf around any point x ∈ Rn \Ω depend on the values of f around a
finite number of reflected points. This gives Burenkov’s Extension Operator
some flexibility and it allows to treat the case of domains of class C0,γ with
0 < γ ≤ 1 and domains with merely continuous boundaries (with deteri-
oration of smoothness of the extended functions), and anisotropic Sobolev
spaces as well. Such a local feature was recently exploited in [6] to prove
that Burenkov’s Extension Operator preserves Sobolev-Morrey spaces. More
precisely, given p ∈ [1,∞[, a function φ from R+ to R+ and δ ∈]0,∞] one
defines the (generalized) Morrey norm of a function f ∈ Lploc(Ω) by

‖f‖Mφ,δ
p (Ω) := sup

x∈Ω, 0<r<δ

(
1

φ(r)

∫
Br(x)∩Ω

|f(y)|pdy
) 1

p

, (1)

and simply writes ‖f‖Mφ
p (Ω) if δ =∞. The Morrey space Mφ,δ

p (Ω) is the space

of functions f ∈ Lploc(Ω) such that ‖f‖Mφ,δ
p (Ω) < ∞. Note that if φ(r) = rγ

with γ ≥ 0, then Mφ
p (Ω) are the classical Morrey spaces introduced by C.B.

Morrey [11] in 1938 and also denoted by Mγ
p (Ω) (obviously, if γ = 0 then

Mφ
p (Ω) = Lp(Ω), if γ = n then Mφ

p (Ω) = L∞(Ω) and if γ > n then Mφ
p (Ω)

contains only the zero function).
It is proved in [6] that Burenkov’s Extension Operator satisfies the fol-

lowing estimate

‖DαTf‖Mφ,δ
p (Rn) ≤ C

∑
|β|≤|α|

‖Dβf‖Mφ,δ
p (Ω) , (2)

for all f ∈ W l,p(Ω) and |α| ≤ l, where C > 0 is independent of f . Moreover,
it is also proved that if Ω is a bounded or an elementary/special unbounded
domain, then C can be chosen to be independent of δ in which case estimate
(2) holds also if δ = ∞. In particular, if f ∈ W l,p(Ω) is such that Dαf ∈
Mφ,δ

p (Ω) for all |α| ≤ l then DαTf ∈Mφ,δ
p (Rn) for all |α| ≤ l.
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Given the importance of Stein’s Extension Operator and its wide use in
mathematical analysis and applications, it is clearly of interest to explore its
fine properties as it has been done for Burenkov’s Extension Operator.

In the present paper, we prove that also Stein’s operator satisfies esti-
mate (2), hence it preserves Sobolev-Morrey spaces. We note that although
one usually expects that an operator defined by a nice formula enjoys nice
properties, the proof of our main result is not straightforward, the main ob-
struction being represented by the fact that, as we have said, Stein’s operator
has a global nature while Morrey norms have a somewhat local genesis.

Needless to remark the importance of Morrey spaces. For example, they
have been extensively used in the study of the local behaviour of solutions
to elliptic and parabolic differential equations, see e.g., the survey papers
[10, 12]. Moreover, they are the object of current research and many results
have been recently obtained in connection with the theory of singular integral
operators, and interpolation theory as well, see e.g., [4, 5].

With reference to the problem of the extension of functions in Sobolev-
Morrey spaces, we quote the paper [17] which is concerned with the case l = 1:
in that case Stein’s operator is not required since the extension operator
is provided by one reflection. Moreover, we refer to [9] for a description
of extension domains for certain Sobolev-Morrey spaces in the case l = 1,
1 ≤ p < n, φ(r) = rn−p. Finally, we refer to [7, 13, 14] and the references
therein for recent advances in the theory of extension operators.

The main result of the present paper is Theorem 2 which concerns special
Lipschitz domains defined as epigraphs of Lipschitz continuous functions.
Theorem 4 is devoted to the general case. à

2 Preliminaries

In this section we state a few results that will be used in the sequel. In
particular, for the proof of Theorem 2, we need the Hardy-type inequality
(3). Although there is a vast literature concerning Hardy and Hardy-type
inequalities, we include a proof for the specific case that we need for the
convenience of the reader. We note that setting a = c = 0 and b = d =∞ in
(3) gives the classical Hardy’s Inequality(∫ ∞

0

(∫ ∞
x

xβf(y)dy

)p
dx

) 1
p

≤ p

βp+ 1

(∫ ∞
0

(f(x)xβ+1)pdx

) 1
p

,
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for β > −1/p.

Lemma 1 (Hardy-type inequality). Let β ∈ R, a, b, c, d ∈ R+ with a < b
and c < d and let p ∈ [1,∞). Moreover, let f be a non-negative measurable
function in (0,∞). Then the following inequality holds(∫ b

a

(∫ x+d

x+c

xβf(y)dy

)p
dx

) 1
p

≤ C

(∫ b+d

a+c

(f(x)xβ+1)pdx

) 1
p

, (3)

where C =
∫ 1+ d

a

1+ c
b
t−(β+1+1/p)dt.

Proof. Applying the change of variable y = tx in the inner integral of the
left hand side of (3) we get(∫ b

a

(∫ x+d

x+c

xβf(y)dy

)p
dx

) 1
p

=

(∫ b

a

(∫ 1+d/x

1+c/x

xβ+1f(tx)dt

)p

dx

) 1
p

that can be rewritten as(∫ b

a

(∫ 1+d/a

1+c/b

xβ+1χA(t, x)f(tx)dt

)p

dx

) 1
p

,

where A = {(t, x) ∈ R2 | 1+c/x ≤ t ≤ 1+d/x, x ∈ [a, b]}. As customary, χC
denotes the characteristic function of a set C. Applying Minkowski’s Integral
Inequality yields(∫ b

a

(∫ 1+d/a

1+c/b

xβ+1χA(t, x)f(tx)dt

)p

dx

) 1
p

≤
∫ 1+d/a

1+c/b

(∫ b

a

(
xβ+1χA(t, x)f(tx)

)p
dx

) 1
p

dt. (4)

Let B = {(t, x) ∈ R2 | a+ c ≤ tx ≤ b+ d}. By observing that A ⊂ B, hence
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χA ≤ χB, and by applying the change of variables u = tx, we get∫ 1+d/a

1+c/b

(∫ b

a

(
xβ+1χA(t, x)f(tx)

)p
dx

) 1
p

dt

≤
∫ 1+d/a

1+c/b

(∫ b

a

(
xβ+1χB(t, x)f(tx)

)p
dx

) 1
p

dt

=

∫ 1+d/a

1+c/b

t−(β+1+1/p)dt

(∫ b+d

a+c

(
uβ+1f(u)

)p
du

) 1
p

, (5)

that is what we wanted to prove.

Moreover, we shall use the following two lemmas the proofs of which are
easy and are omitted. Here and in the sequel N0 denotes the set N∪{0}.
Furthermore, the elements of Rn are denoted by x = (x̄, y) with x̄ ∈ Rn−1,
y ∈ R, and it is always assumed n ≥ 2.

Lemma 2. Let f, h ∈ C∞(Rn), λ ∈ R \{0}. Let g ∈ C∞(Rn) be defined by
g(x) = f(x̄, y + λh(x)) for all x = (x̄, y) ∈ Rn. Then, for every α ∈ Nn

0 and
x ∈ Rn, Dαg(x) is a finite sum of terms of the following form

cλsDβf(x̄, y + λh(x))(Dγ1h(x))n1 · · · (Dγkh(x))nk

for some constant c, with β, γi ∈ Nn
0 , k, s, ni ∈ N0 and β, γi 6= 0, k, s ≥ 0,

ni > 0. It is meant that for k = 0 no term (Dγih(x))ni is present. Moreover
every term satisfies the following conditions

a)
∑k

i=1 ni(|γi| − 1) = |α| − |β|,

b) s = 0 if and only if k = 0.

Lemma 3. Let Ω be a set in Rn with diameter D > 0 and let k ∈ N. Then
there exists Cn,k ∈ N depending only on k and n such that Ω can be covered
by a collection of open balls B1, ..., Bh centered in Ω with radius D/k and
h ≤ Ck,n.

5



3 Stein’s operator on special Lipschitz do-

mains

In this section we consider the case of special Lipschitz domains Ω in Rn of
the form

Ω = {(x̄, y) ∈ Rn | ψ(x̄) < y}, (6)

where ψ : Rn−1 → R is a Lipschitz continuous function. The Lipschitz
constant of ψ will be denoted by M and will be called Lipschitz bound of Ω.
Recall that the elements of Rn are denoted by x = (x̄, y) with x̄ ∈ Rn−1 and
y ∈ R and that it is always assumed that n ≥ 2.

By ∆ we denote a fixed regularized distance from Ω̄. Namely, ∆ ∈
C∞(Rn \Ω̄) and satisfies the following properties:

c1d(x, Ω̄) ≤ ∆(x) ≤ c2d(x, Ω̄) (7)

and
|Dα∆(x)| ≤ Bαd(x, Ω̄)1−|α|, for all α ∈ Nn, (8)

for all x ∈ Rn \Ω̄, where Bα, c1,c2 are positive constants independent of x and
Ω. Here d(x, Ω̄) denotes the Euclidean distance of x ∈ Rn from Ω̄. Moreover,
one can prove that there exists a positive constant c3, which depends only
on M such that if (x̄, y) ∈ Rn \Ω̄ then

c3∆(x̄, y) ≥ ψ(x̄)− y. (9)

We denote by τ a fixed continuous real-valued function defined in [1,∞)
satisfying the following properties

i) τ(λ) = O(λ−N), as λ→∞ for every N > 0,

ii)
∫∞

1
τ(λ)dλ = 1,

∫∞
1
λkτ(λ)dλ = 0, for every k ∈ N, k ≥ 1.

The existence of functions ∆ and τ is well-known, see e.g., [16].
Recall that if Ω is an open subset of Rn, W l,p(Ω) denotes the Sobolev

space of functions f ∈ Lp(Ω) with weak derivatives Dαf ∈ Lp(Ω) for all
|α| ≤ l, endowed with the norm ‖f‖W l,p(Ω) =

∑
0≤|α|≤l ‖Dαf‖Lp(Ω).

For an open subset Ω of Rn we will also denote by C∞b (Ω̄) the set of
functions f ∈ C∞(Ω̄) such that Dαf is bounded for all α ∈ Nn

0 .
We are ready to state the following important result by Stein.
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Theorem 1 (Stein’s Extension Theorem - special case). Let Ω, ∆, τ , M and
c3 be as above. For every function f ∈ C∞b (Ω̄) , define

Tf(x̄, y) =

{
f(x̄, y), if y ≥ ψ(x̄),∫∞

1
f(x̄, y + λδ∗(x̄, y))τ(λ)dλ, if y < ψ(x̄),

(10)

where δ∗(x̄, y) = 2c3∆(x̄, y). Then Tf ∈ C∞(Rn) and for every l ∈ N, 1 ≤
p ≤ ∞ we have

‖Tf‖W l,p(Rn) ≤ S‖f‖W l,p(Ω), (11)

where S is a constant depending only on n, l and M. Moreover, for every
l ∈ N, 1 ≤ p ≤ ∞, T admits a unique linear continuous extension from
C∞b (Ω̄) ∩ W l,p(Ω) to the whole of W l,p(Ω), taking values in W l,p(Rn) and
satisfying estimate (11).

Remark 1. A detailed proof of Theorem 1 can be found in [16]. Since we
shall need it later, here we briefly recall the procedure which allows to extend
the operator T defined by (10) from C∞b (Ω̄)∩W l,p(Ω) to the whole of W l,p(Ω)
when 1 ≤ p <∞. We denote by Γ the cone with vertex at the origin given by
Γ = {(x̄, y) ∈ Rn | M |x̄| < |y|, y < 0}. Suppose now that η ∈ C∞c (Rn) is a
non-negative function such that

∫
Rn η(x)dx = 1 and its support is contained

in Γ. For every f ∈ W l,p(Ω) and every ε > 0 we define

fε(x) =
1

εn

∫
Rn
f(x− y)η(y/ε)dy =

∫
Rn
f(x− εy)η(y)dy.

Notice that, since the support of η is strictly inside Γ, the above integral is
well defined for every x in some neighbourhood of Ω̄ depending on ε. Hence
fε ∈ C∞b (Ω̄) ∩W l,p(Ω), thus Tfε is well defined. The Stein operator is then
taken to be the limit in W l,p(Rn) of Tfε as ε→ 0.

In the proof of Theorem 2, it will be convenient to consider a Morrey-type
norm defined by means of cubes rather than balls. Namely, given 1 ≤ p <∞,
a function φ from R+ to R+, δ > 0 and a domain Ω in Rn, we set

‖f‖Mφ,δ
p,Q(Ω) := sup

x∈Ω,0<r<δ

(
1

φ(r)

∫
Q2r(x)∩Ω

|f(y)|pdy
) 1

p

,

for all f ∈ Lploc(Ω) where Q2r(x) = Πn
k=1]xk − r, xk + r[ is the open cube

centered in x of edge length 2r. It is easy to see that this norm is equivalent
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to the norm defined by (1) and, in particular, that there exists a positive
constant c4 depending only on n such that

‖.‖Mφ,δ
p (Ω) ≤ ‖.‖Mφ,δ

p,Q(Ω) ≤ c4‖.‖Mφ,δ
p (Ω) . (12)

We are now ready to state and prove the main result of this section.

Theorem 2. Let 1 ≤ p < ∞, l ∈ N and φ a function from R+ to R+. Let
Ω be a special Lipschitz domain of Rn with Lipschitz bound M . Let T :
W l,p(Ω)→ W l,p(Rn) be the Stein’s extension operator defined in Theorem 1.
Then there exists C > 0 depending only on n, l and M such that

‖DαTf‖Mδ,φ
p (Rn) ≤ C

∑
|β|=|α|

‖Dβf‖Mδ,φ
p (Ω) (13)

holds for all f ∈ W l,p(Ω), δ > 0, and α ∈ Nn
0 with |α| ≤ l.

Proof. Let Ω be as in (6) where ψ is a Lipschitz function with Lipschitz
constant equal to M . We divide the proof in two steps.

Step 1. We prove inequality (13) for functions f ∈ C∞b (Ω̄) ∩W l,p(Ω).
First, we consider the case l = 0. By (12) it is enough to prove that for

an arbitrary open cube Q of edge length r with 0 < r < δ and edges parallel
to the coordinate axes we have

φ(r/2)−1/p‖Tf‖Lp(Q) ≤ C‖f‖
M
φ,δ/2
p,Q (Ω)

(14)

for a constant C depending only on n,M . We remark that along the proof the
value of the constant denoted by C may vary, but it will remain dependent
only on l, n,M . Let Ω− = {(x̄, y) ∈ Rn | x̄ ∈ Rn−1, y < ψ(x̄)}. We find
it convenient to discuss separately the following three cases: 1. Q ⊂ Ω 2.
Q ⊂ Ω− 3. Q ∩ {y = ψ(x̄)} 6= ∅.

Case 1. This case is trivial, since Tf = f in Ω hence we have that

φ(r/2)−1

∫
Q

|Tf(x)|pdx = φ(r/2)−1

∫
Q

|f(x)|pdx ≤ ‖f‖p
M
φ,δ/2
p,Q (Ω)

.

Case 2. Let us write Q as Q = F × (a − r, a) where F is an open cube
of Rn−1 of edge length r and a < ψ(x̄) for every x̄ ∈ F . Fix now (x̄, y) ∈ Q.
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By assumptions τ(λ) = O(λ−3), as λ→∞. Hence using the definition of Tf
we have

|Tf(x̄, y)| ≤
∫ ∞

1

|f(x̄, y + λδ∗(x̄, y))||τ(λ)|dλ

≤ C
∫∞

1
|f(x̄, y + λδ∗(x̄, y))| 1

λ3dλ. (15)

By applying the change of variable s = y + λδ∗(x̄, y), we get

|Tf(x̄, y)| ≤ C

∫ ∞
y+δ∗(x̄,y)

|f(x̄, s)|(δ
∗(x̄, y))2

(s− y)3
ds

≤ C

∫ ∞
2ψ(x̄)−y

|f(x̄, s)|(ψ(x̄)− y)2

(s− y)3
ds (16)

because 2c2c3(ψ(x̄)−y) ≥ δ∗(x̄, y) ≥ 2(ψ(x̄)−y), which follows from (7) and
(9). By decomposing the last integral in (16) we obtain

|Tf(x̄, y)| ≤ C
∞∑
k=0

∫ 2ψ(x̄)−y+(k+1)r

2ψ(x̄)−y+kr

|f(x̄, s)|(ψ(x̄)− y)2

(s− y)3
ds.

Now by applying Minkowski’s inequality for an infinite sum we get

‖Tf(x̄, y)‖Lpy(a,a−r)

≤ C
∞∑
k=0

(∫ a

a−r

(∫ 2ψ(x̄)−y+(k+1)r

2ψ(x̄)−y+kr

|f(x̄, s)|(ψ(x̄)− y)2

(s− y)3
ds

)p

dy

) 1
p

. (17)

We plan to estimate each summand in the right hand side of (17). First
of all, by applying the change of variable y = ψ(x̄) − z we get that each
summand equals(∫ ψ(x̄)−a+r

ψ(x̄)−a

(∫ ψ(x̄)+z+(k+1)r

ψ(x̄)+z+kr

|f(x̄, s)| z2

(s− ψ(x̄) + z)3
ds

)p

dz

) 1
p

. (18)

Then we apply the change of variable t = s − ψ(x̄) to the inner integral of
(18), obtaining(∫ ψ(x̄)−a+r

ψ(x̄)−a

(∫ z+(k+1)r

z+kr

|f(x̄, t+ ψ(x̄))| z2

(t+ z)3
dt

)p

dz

) 1
p

≤

(∫ ψ(x̄)−a+r

ψ(x̄)−a

(∫ z+(k+1)r

z+kr

|f(x̄, t+ ψ(x̄))|z
2

t3
dt

)p

dz

) 1
p

,
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where we have used that z ≥ ψ(x̄) − a > 0. Next by Lemma 1 (with f(t)
replaced by |f(x̄, ψ(x̄) + t)|/t3, a replaced by ψ(x̄)− a, b replaced by ψ(x̄)−
a+ r, c = kr, d = (k + 1)r, β = 2) we have(∫ ψ(x̄)−a+r

ψ(x̄)−a

(∫ z+(k+1)r

z+kr

|f(x̄, t+ ψ(x̄))|z
2

t3
dt

)p

dz

) 1
p

≤
∫ 1+(k+1)α

1+kα/(α+1)

1

t3+1/p
dt

(∫ ψ(x̄)−a+(k+2)r

ψ(x̄)−a+kr

|f(x̄, z + ψ(x̄))|pdz

) 1
p

≤
∫ 1+(k+1)α

1+kα/(α+1)

1

t3
dt

(∫ ψ(x̄)−a+(k+2)r

ψ(x̄)−a+kr

|f(x̄, z + ψ(x̄))|pdz

) 1
p

= sk(x̄)

(∫ ψ(x̄)−a+(k+2)r

ψ(x̄)−a+kr

|f(x̄, z + ψ(x̄))|pdz

) 1
p

where α = α(x̄) = r/(ψ(x̄)− a) and

sk(x̄) =
α(α + 2)

2((k + 1)α + 1)2
. (19)

Using this estimate in (17) we get

(∫ a

a−r
|Tf(x̄, y)|pdy

) 1
p

≤ C
∞∑
k=0

sk(x̄)

(∫ ψ(x̄)−a+(k+2)r

ψ(x̄)−a+kr

|f(x̄, z + ψ(x̄))|pdz

) 1
p

= C
∞∑
k=0

sk(x̄)

(∫ 2ψ(x̄)−a+(k+2)r

2ψ(x̄)−a+kr

|f(x̄, y)|pdy

) 1
p

.

(20)

We claim now that there exists a sequence sk(Q), not depending on x̄ such
that sk(x̄) ≤ sk(Q) for every x̄ ∈ F and such that

∞∑
k=0

sk(Q) ≤ C̃ (21)

where C̃ is a constant depending only on n and M . To see this, observe that
the function α = α(x̄) : F̄ → R is continuous and strictly positive, hence
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it admits a minimum ` > 0 and a maximum L. We distinguish two cases:
` > 1/(2

√
nM) and ` ≤ 1/(2

√
nM). If ` > 1/(2

√
nM) we get

sk(x̄) =
α(α + 2)

2((k + 1)α + 1)2
≤ α(α + 2)

2(k + 1)2α2
=

1 + 2
α

2(k + 1)2
≤ 1 + 4

√
nM

2(k + 1)2
=: sk(Q).

That is what we wanted. We consider now the case ` ≤ 1/(2
√
nM). We first

observe that since the Lipschitz constant of ψ is M , we have that

ψ(x̄1)− a
r

− ψ(x̄2)− a
r

≤
√
nM

for every x̄1, x̄2 ∈ F̄ , that implies

1

`
− 1

L
≤
√
nM,

ans thus

L ≤ `

1− `
√
nM

≤ 2`.

Now we can perform the following estimate

sk(x̄) =
α(α + 2)

2((k + 1)α + 1)2
≤ 2`(2`+ 2)

((k + 1)`+ 1)2

≤
(

1√
nM

+ 2

)
2`

((k + 1)`+ 1)2
:= sk(Q).

Observe now that
∞∑
k=0

`

((k + 1)`+ 1)2
=
∞∑
k=0

∫ `(k+1)

`k

1

((k + 1)`+ 1)2
dt ≤

∫ ∞
0

1

(t+ 1)2
dt = 1.

This proves our claim. Applying the estimate sk(x̄) ≤ sk(Q) in (20) we get(∫ a

a−r
|Tf(x̄, y)|pdy

) 1
p

≤ C

∞∑
k=0

sk(Q)

(∫ 2ψ(x̄)−a+(k+2)r

2ψ(x̄)−a+kr

|f(x̄, y)|pdy

) 1
p

.

Taking the Lp norm on F on both sides and applying again Minkowski in-
equality we obtain

‖Tf‖Lp(Q) ≤ C
∞∑
k=0

sk(Q)‖f‖Lp(Sk). (22)
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where Sk = {(x̄, y) ∈ Rn | x̄ ∈ F, 2ψ(x̄)−a+kr < y < 2ψ(x̄)−a+(k+2)r}.
The set Sk has the following two properties

diam(Sk) ≤ c5r, and Sk ⊂ Ω , (23)

where c5 is a constant depending only on n and M . Recall that diam(A)
denotes the diameter of a set A. To prove the first property in (23), we
consider two arbitrary points (x̄1, y1), (x̄2, y2) in Sk, we assume directly that
y2 ≥ y1 and we easily see that

y2 − y1 ≤ 2ψ(x̄2)− a+ (k + 2)r − (2ψ(x̄1)− a+ kr)

= 2(ψ(x̄2)− ψ(x̄1)) + 2r ≤ 2M |x̄1 − x̄2|+ 2r ≤ 2r(M
√
n− 1 + 1).

To prove the second property in (23), just notice that for every (x̄, y) ∈ Sk we
have y > 2ψ(x̄)−a > ψ(x̄). The first property in (23) together with Lemma 3
implies that there exists a collection of open cubes Q1,k, ..., Qm,k centred in
Sk and with edges of length r that covers Sk, with m ∈ N depending only
on M and n. Hence Sk ⊂

⋃m
i=1(Qi,k ∩ Ω) and the second property in (23)

guarantees that every cube Qi,k is centered in Ω. Therefore by (22) we get

‖Tf‖Lp(Q) ≤ C

∞∑
k=0

sk(Q)(‖f‖Lp(Q1,k∩Ω) + ...+ ‖f‖Lp(Qm,k∩Ω)),

hence dividing in both sides by φ(r/2)
1
p we obtain

φ(r/2)−1/p‖Tf‖Lp(Q) ≤ C
∞∑
k=0

sk(Q)‖f‖
M
φ,δ/2
p,Q (Ω)

≤ ‖f‖
M
φ,δ/2
p,Q (Ω)

C ,

that is (14).
Case 3. Again, we write Q as Q = F × (a − r, a) as above and we set

Q+ = Q ∩ Ω and Q− = Q ∩ Ω−. Moreover, Q− can be further decomposed
as Q− = Q−1 ∪Q−2 where Q−1 = {(x̄, y) ∈ Q− | ψ(x̄) > a} and Q−2 = {(x̄, y) ∈
Q− | a− r ≤ ψ(x̄) ≤ a}. Note that ‖Tf‖Lp(Q) ≤ ‖f‖Lp(Q+) +‖Tf‖Lp(Q−) and

that it’s immediate to verify that ‖f‖Lp(Q+) ≤ Cφ(r/2)
1
p‖f‖

M
φ,δ/2
p (Ω)

, where C

depends only on n. Hence it remains to estimate ‖Tf‖Lp(Q−). Define the two
Borel sets S1 := {x̄ ∈ F̄ | ψ(x̄) > a} and S2 := {x̄ ∈ F̄ | a− r ≤ ψ(x̄) ≤ a}
and note that

‖Tf‖pLp(Q−) = ‖Tf‖p
Lp(Q−1 )

+ ‖Tf‖p
Lp(Q−2 )

=

∫
S1

∫ a

a−r
|Tf(x̄, y)|pdydx̄+

∫
S2

∫ ψ(x̄)

a−r
|Tf(x̄, y)|pdydx̄

12



For every ε > 0 we define now the compact set Sε1 := {x̄ ∈ F̄ | ψ(x̄) ≥ a+ ε}
and we notice that if x̄ ∈ Sε1 then (20) holds. Morover in the set Sε1, the
function α(x̄) = r/(ψ(x̄)− a) is continuous and strictly positive and admits
a minimum `(ε) > 0 and a maximum L(ε). Thus by arguing as in Case 2
we can prove the existence of quantities sk(ε, Q) such thath sk(x̄) ≤ sk(ε, Q)
and

∞∑
k=0

sk(ε, Q) ≤ C̃

where C̃ depends only on n and M . Hence taking the Lp norm on Sε1 in (20)
we obtain (∫

Sε1

∫ a

a−r
|Tf(x, y)|pdydx

) 1
p

≤ C
∞∑
k=0

sk(ε, Q)‖f‖Lp(S′k) ,

where S ′k = {(x̄, y) ∈ Rn : x̄ ∈ Sε1, ψ(x̄)+a+kr < y < ψ(x̄)+a+(k+2)r}.
We observe that the sets S ′k satisfy the same properties (23) of the sets Sk
considered in Case 2, hence dividing by φ(r/2)−1/p we infer

φ(r/2)−1/p

(∫
Sε1

∫ a

a−r
|Tf(x, y)|pdydx

) 1
p

≤ CC̃‖f‖
M
φ,δ/2
p,Q (Ω)

,

Recall that Theorem 1 guarantees that Tf ∈ Lp(Rn), hence by Dominated
Convergence Theorem we can let ε go to zero to get

φ(r/2)−1/p‖Tf‖Lp(Q−1 ) ≤ C‖f‖
M
φ,δ/2
p,Q (Ω)

, (24)

where C depends only on n and M . If instead x̄ ∈ S2, since ψ(x̄) ≤ a, we
have ∫ ψ(x̄)

a−r
|Tf(x̄, y)|pdy ≤

∫ ψ(x̄)

ψ(x̄)−r
|Tf(x̄, y)|pdy. (25)

Now for any ε > 0, by (20) with a replaced by ψ(x̄)− ε, we obtain(∫ ψ(x̄)−ε

ψ(x̄)−ε−r
|Tf(x̄, y)|pdy

) 1
p

≤ C

∞∑
k=0

sk(ε)

(∫ ψ(x̄)+ε+(k+2)r

ψ(x̄)+ε+kr

|f(x̄, y)|pdy

) 1
p

,

where sk(ε) has the same expression as in (19), with α = r/ε. We remark
that, although the value of α blows up as ε goes to zero, the quantity sk(ε)

13



tends to 1
2(k+1)2 that has a finite sum. More precisely we have that, if α(ε) > 1,

then sk(ε) ≤ 3
2(k+1)2 and if α(ε) ≤ 1 then sk(ε) ≤ 3α

2((k+1)α+1)2 . Moreover we

have showed in Case 2 that
∑

k
α

((k+1)α+1)2 ≤ 1 for any value of α > 0. In
particular we deduce that for any ε > 0

∞∑
k=0

sk(ε) ≤ C̃

for some constant C̃ > 0 independent of ε. Taking now the Lp norm over S2

on both sides of the previous integral inequality we obtain(∫
S2

∫ ψ(x)−ε

ψ(x)−ε−r
|Tf(x, y)|pdydx

) 1
p

≤ C
∞∑
k=0

sk(ε)‖f‖Lp(S′′k ) ,

where S ′′k = {(x̄, y) ∈ Rn : x̄ ∈ S2, ψ(x̄) + ε+kr < y < ψ(x̄) + ε+ (k+ 2)r}.
We observe that the sets S ′′k satisfy the same properties (23) of the sets Sk
considered in Case 2, therefore(

1

φ(r/2)

∫
S2

∫ ψ(x̄)−ε

ψ(x̄)−ε−r
|Tf(x̄, y)|pdydx̄

) 1
p

≤ CC̃‖f‖
M
φ,δ/2
p,Q (Ω)

(26)

with C, C̃ depending only on n and M . Again, since Tf ∈ Lp(Rn), by
Dominated Convergence Theorem we can let ε go to zero in (26) obtaining(

1

φ(r/2)

∫
S2

∫ ψ(x̄)

ψ(x̄)−r
|Tf(x̄, y)|pdydx̄

) 1
p

≤ C‖f‖
M
φ,δ/2
p,Q (Ω)

.

Combining the above inequality with (25) we obtain(
1

φ(r/2)

∫
S2

∫ ψ(x̄)

a−r
|Tf(x̄, y)|pdydx̄

) 1
p

≤ C‖f‖
M
φ,δ/2
p,Q (Ω)

. (27)

Thus putting together (24) and (27) gives

φ(r/2)−1/p‖Tf‖Lp(Q−) ≤ C‖f‖
M
φ,δ/2
p,Q (Ω)

and this concludes the proof in Case 3.
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We consider now the case l > 0. By (12) it’s again enough to prove that
for an arbitrary open cube Q of edge length r contained in Rn we have the
estimate φ(r/2)−1/p‖DαTf‖Lp(Q) ≤ C

∑
|β|=|α| ‖Dβf‖

M
φ,δ/2
p,Q (Ω)

for a constant

C depending only on l, n,M . We will consider the same three cases that
appeared with l = 0. Since DαTf = Dαf in Ω, the first case is trivial as
before. We will see that the Cases 2 and 3 also follow from the computations
done with l = 0. We start by observing that by the boundedness of f
and all its derivatives we can differentiate under the integral sign to get
DαTf(x̄, y) =

∫∞
1
Dαgλ(x̄, y)τ(λ)dλ for every (x̄, y) ∈ Ω−, where gλ(x̄, y) =

f(x̄, y + λδ∗(x̄, y)). By Lemma 2 Dαgλ(x̄, y) is a finite sum of terms of the
type

c̃λsDβf(x̄, y + λδ∗(x̄, y)(Dγ1δ∗(x))n1 · · · (Dγkδ∗(x))nk .

For each of these terms we also set

Ts,β,(γ1,n1),...,(γk,nk)(x)

= (Dγ1δ∗(x))n1 · · · (Dγkδ∗(x))nk
∫ ∞

1

λsDβf(x̄, y + λδ∗(x̄, y))τ(λ)dλ.

Thus DαTf(x̄, y) is a finite sum of terms of the type c̃Ts,β,(γ1,n1),...,(γk,nk)(x).
Now, since the constants c̃ and the number of terms of the sum depends only
on l and n, we just need to show that

φ(r/2)−1/p‖Ts,β,(γ1,n1),...,(γk,nk)‖Lp(Q) ≤ C
∑
|γ|=|α|

‖Dγf‖
M
φ,δ/2
p,Q (Ω)

(28)

for a constant C depending only on l, n,M .
We start by assuming that the multi-index β on the left hand side of (28)

satisfies |β| = |α|. By the property a) in Lemma 2 and by the estimates of
the derivatives of δ∗(= 2c3∆) given by (8) we have that

|Ts,β,(γ1,n1),...,(γk,nk)(x)| ≤ C

∫ ∞
1

λs|Dβf(x̄, y + λδ∗(x̄, y))||τ(λ)|dλ

≤ C

∫ ∞
1

|Dβf(x̄, y + λδ∗(x̄, y))| 1

λ3
dλ

where C depends only on n and M. We are now in the same situation as
in the second inequality of (15) (with f replaced by Dβf). Hence we can
proceed to prove the estimate in the same way as in case l = 0 to get

15



φ(r/2)−1/p‖Ts,β,(γ1,n1),...,(γk,nk)‖Lp(Q) ≤ C‖Dβf‖
M
φ,δ/2
p,Q (Ω)

for every Q in Case

2 and Case 3, where C depends only on n and M. This proves (28) when
|β| = |α|.

Suppose now that |β| < |α|. We recall that, by Lemma 2, |β| < |α|
implies that s, k > 0. Arguing as above, using again (8) and Lemma 2 we
get

|Ts,β,(γ1,n1),...,(γk,nk)(x)|

≤ C

d(x, Ω̄)|α|−|β|

∣∣∣∣∫ ∞
1

λsDβf(x̄, y + λδ∗(x̄, y))τ(λ)dλ

∣∣∣∣
≤ C

(ψ(x̄)− y)|α|−|β|

∣∣∣∣∫ ∞
1

λsDβf(x̄, y + λδ∗(x̄, y))τ(λ)dλ

∣∣∣∣ . (29)

Where C depends only on n, l and M . By applying Taylor’s formula about
the point t = δ∗ = δ∗(x̄, y) up to order m = |α| − |β| and with remainder in
integral form for the function t 7→ Dβf(x̄, y + t), we get

Dβf(x̄, y + λδ∗) =
m−1∑
j=0

(λδ∗ − δ∗)j

j!

∂jDβf

∂xjn
(x̄, y + δ∗)

+

∫ λδ∗

δ∗

(λδ∗ − t)m−1

m!

∂mDβf

∂xmn
(x̄, y + t)dt.

We observe that the terms inside the sum in the right hand side do not give
any contribution in (29), since∫ ∞

1

λs(λδ∗ − δ∗)j

j!

∂jDβf

∂xjn
(x̄, y + δ∗)τ(λ)dλ

=
∂jDβf

∂xjn
(x̄, y + δ∗)

(δ∗)j

j!

∫ ∞
1

λs(λ− 1)jτ(λ)dλ = 0

by the property ii) of τ and the fact that s > 0. Hence combining this with
(29) we obtain

|Ts,β,(γ1,n1),...,(γk,nk)(x)|

≤ C

(ψ(x̄)− y)m

∣∣∣∣∫ ∞
1

∫ λδ∗

δ∗

(λδ∗ − t)m−1

m!

∂mDβf

∂xmn
(x̄, y + t)dtλsτ(λ)dλ

∣∣∣∣ .
16



Observing that (λδ∗ − t)m−1 ≤ (λδ∗)m−1, recalling that 2c2c3(ψ(x̄)− y) ≥ δ∗

and using the change of variable u = y + t we get

|Ts,β,(γ1,n1),...,(γk,nk)(x)| ≤ C

δ∗

∫ ∞
1

∫ y+λδ∗

y+δ∗

∣∣∣∣∂mDβf

∂xmn
(x̄, u)

∣∣∣∣λs+m−1|τ(λ)|dudλ.

Performing a change of order of integration we deduce

|Ts,β,(γ1,n1),...,(γk,nk)(x)| ≤ C

δ∗

∫ ∞
y+δ∗

∣∣∣∣∂mDβf

∂xmn
(x̄, u)

∣∣∣∣ ∫ ∞
(u−y)/δ∗

|λs+m−1τ(λ)|dλdu.

Finally recalling that
τ(λ) = O(λ−m−s−1) as λ→∞, we can write

|Ts,β,(γ1,n1),...,(γk,nk)(x)| ≤ C

∫ ∞
y+δ∗

∣∣∣∣∂mDβf

∂xmn
(x̄, u)

∣∣∣∣ (δ∗)2

(u− y)3
du.

We observe that we are now in the same situation as in the first inequality of

(16) of the case l = 0 (with f replaced by ∂mDβf
∂xmn

) and the same computations
lead us to the inequality

φ(r/2)−1/p‖Ts,β,(γ1,n1),...,(γk,nk)‖Lp(Q) ≤ C
∥∥∂mDβf

∂xmn

∥∥
M
φ,δ/2
p,Q (Ω)

for every Q in Case 2 and Case 3, where C depends only on n, l and M . This
concludes the proof of (28) and of the case l > 0 since m+ |β| = |α|. Step 1
is now complete.

Step 2. We prove inequality (13) for functions f ∈ W l,p(Ω). Recall the
definition of the operator S explained in Remark 1. Let Γ to be the cone
Γ = {(x̄, y) ∈ Rn | M |x̄| < |y|, y < 0} and let η ∈ C∞c (Rn) be a function
with

∫
Rn η(x)dx = 1 and support contained in Γ. Then, given f ∈ W l,p(Ω),

Sf is defined to be the limit in W l,p(Rn) of Tfε as ε → 0, where fε(x) =
1/εn

∫
Rn f(x − y)η(y/ε) for every x in an appropriate neighbourhood of Ω̄.

We claim that for every f ∈ W l,p(Ω), δ > 0 and |α| ≤ l

‖Dαfε‖Mφ,δ
p (Ω) ≤ ‖D

αf‖Mφ,δ
p (Ω). (30)

To see this first we notice that Dαfε(x) = 1/εn
∫
Rn D

αf(x − y)η(y/ε)dy for
every x ∈ Ω. Let now Bx0(r) a ball centered in Ω of radius 0 < r < δ and set
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ηε(x) = ε−nη(x/ε). By Minkowski’s integral inequality

‖Dαf ∗ ηε‖Lp(Br(x0)∩Ω)

≤
∫
Rn
ηε(y)‖Dαf‖Lp(Br(x0−y)∩Ω)dy ≤ φ(r)1/p‖Dαf‖Mφ,δ

p (Ω)

because Br(x0) ∩ Ω − y ⊂ Br(x0 − y) ∩ Ω and x0 − y ∈ Ω for every x0 ∈ Ω
and y ∈ Γ. This proves (30). Now combining (30) with (13) we get the
inequality ‖DαTfε‖Mφ,δ

p (Rn) ≤ C
∑
|β|=|α| ‖Dβf‖Mφ,δ

p (Ω), for every ε > 0 and

every |α| ≤ l, with C independent of ε. In particular, for every ball B in Rn

of radius r ∈]0, δ[ we have

φ(r)−1/p‖DαTfε‖Lp(B) ≤ C
∑
|β|=|α|

‖Dβf‖Mφ,δ
p (Ω). (31)

Since Tfε converges to Tf in W l,p(Rn), then DαTfε converges to DαTf in
Lp(Rn) for every |α| ≤ l and as a consequence also in Lp(B) for every ball
B. Hence we can pass to the limit as ε→ 0 in (31) and obtain the estimate
φ(r)−1/p‖DαTf‖Lp(B) ≤ C

∑
|β|=|α| ‖Dβf‖Mφ,δ

p (Ω) for every ball B of radius r

and with C depending only on l, n and M . This concludes the proof.

Remark 2. Let Ω be a domain in Rn and suppose that there exists a special
Lipschitz domain D with Lipschitz bound M and a rotation R of Rn such that
R(D) = Ω. We observe that we can use Theorem 1 to define an extension
operator T from W l,p(Ω) to W l,p(Rn). Indeed, if TD denotes the extension
operator provided by Theorem 1 for the special Lipschitz domain D, then it
suffices to set Tf = (TD(f ◦ R)) ◦ R−1 for all f ∈ W l,p(Ω), and it is easy
to verify that T is a linear continuous extension operator from W l,p(Ω) to
W l,p(Rn) the norm of which depends only on l, n,M .

4 Stein’s operator on general Lipschitz do-

mains

In this section we consider the case of Lipschitz domains of general type.
In [16] they are called domains with minimally smooth boundary, and they
are defined as follows. Recall that by domain we mean a connected open set.
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Definition 1. Given a domain Ω in Rn we say that the boundary ∂Ω is
minimally smooth if there exist ε > 0, N ∈ N, M > 0 and a sequence
{Ui}si=1 (where s can be +∞) of open sets such that:

i) if x ∈ ∂Ω, then Bε(x) ⊂ Ui, for some i, where Bε(x) is the open ball
centred in x of radius ε.

ii) No point of Rn is contained in more than N elements of the family
{Ui}si=1.

iii) For every i = 1, ..., s there exist a special Lipschitz domain Di and a
rotation Ri of Rn such that

Ui ∩ Ω = Ui ∩Ri(Di).

iv) The Lipschitz bound of Di does not exceed M for every i.

In this case, we also say1 that Ω is a domain with minimally smooth boundary
and parameters ε, N , M , {Ui}si=1.

We now give the outline of the construction of the Stein extension op-
erator for a domain with minimally smooth boundary. The details of this
construction and the proof of Theorem 3 can be found in [16]. In the sequel,
given a set U in Rn and ε > 0 we set Uε = {x ∈ U | Bε(x) ⊂ U}.

Let Ω be a domain in Rn with minimally smooth boundary and param-
eters ε,N,M, {Ui}si=1. We can construct a sequence of real-valued functions
{λi}si=1 defined in Rn, such that for every i = 1, ..., s we have suppλi ⊂ Ui,
−1 ≤ λi ≤ 1, λi(x) = 1 for all x ∈ Uiε/2, λi is of class C∞, has bounded
derivatives of all orders and the bounds of the derivatives of λi can be taken
to be independent of i. We can also construct two real-valued functions
Λ+,Λ− defined in Rn, such that supp Λ+ ⊂ {x ∈ Ω | d(x, ∂Ω) ≤ ε} ∪ {x ∈
Rn | d(x, ∂Ω) ≤ ε/2}, supp Λ− ⊂ Ω, |Λ+|, |Λ−| ≤ 1 Λ+ +Λ− = 1 in Ω̄, Λ+,Λ−
are of class C∞(Rn) with bounded derivatives of all orders.

Consider now the extension operators Ti : W l,p(Ri(Di)) → W l,p(Rn),
defined as in Remark 2. We define the extension operator T for Ω as follows

Tf(x) := Λ+(x)

∑s
i=1 λi(x)Ti(λif)(x)∑s

i=1 λ
2
i (x)

+ Λ−(x)f(x). (32)

Then we have the following important theorem proved in [16].

1note that this extra terminology is not present in [16] and is introduced here for our
convenience
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Theorem 3 (Stein’s Extension Theorem - general case). Let 1 ≤ p ≤
∞, l, n ∈ N. Let Ω be a domain in Rn having minimally smooth bound-
ary. Then the operator T defined in (32) is a linear continuous operator from
W l,p(Ω) to W l,p(Rn).

In order to prove that Stein’s operator preserves Sobolev-Morrey spaces
also in the general case, we need to assume that the covering {Ui}si=1 in Def-
inition 1 is a little more regular. For this reason, we introduce the following
natural definition.

Definition 2. Let Ω be a domain in Rn with minimally smooth boundary
and parameters ε,M,N , {Ui}si=1. We say that {Ui}si=1 is a regular covering
for Ω if for every i = 1, ..., s., the open set Ui has the ε-ball property, i.e., if
for every x ∈ Ui there exists an open ball B of radius ε contained in Ui such
that x ∈ B.

The following lemma shows that using regular coverings is not restrictive.

Lemma 4. Every domain in Rn with minimally smooth boundary admits a
regular covering.

Proof. Let Ω be a domain in Rn with minimally smooth boundary and pa-
rameters ε,M,N, {Ui}si=1. Let

Vi :=
⋃
x∈∂Ω,

Bε(x)⊂Ui

Bε(x)

and consider the family {Vi}s̃i=1 containing the sets Vi that are non-empty.
Clearly Vi has the ε-ball property for every i = 1, ..., s̃. Moreover, it is imme-
diate to verify that conditions i), ii), iii) and iv) in Definition 1 are satisfied
with {Ui}si=1 replaced by {Vi}s̃i=1 and with the same constants ε,M,N .

Finally, we prove that operator T defined in (32) using a regular covering
preserves Sobolev-Morrey spaces.

Theorem 4. Let 1 ≤ p < ∞, l ∈ N and φ a function from R+ to R+.
Let Ω be a domain in Rn with minimally smooth boundary and parameters
ε,M,N , {Ui}si=1, where {Ui}si=1 is a regular covering for Ω. Let T be the
operator defined in (32) using {Ui}si=1. Then for every δ > 0 there exists
C > 0 such that estimate (2) holds for all f ∈ W l,p(Ω) and α ∈ Nn

0 with
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|α| ≤ l. Constant C depends only on n, ε, l,M,N, δ and on the L∞-norms
of the derivatives up to order l of the functions λi, i = 1, . . . , s, Λ+, Λ−

appearing in (32). Moreover, if in addition Ω is bounded then C can be
taken to be independent of δ.

Proof. Let δ > 0 and let B an open ball in Rn of radius r with 0 < r < δ.
Let J = {i ∈ {1, ..., s} | B ∩ Ui 6= ∅}.

Claim. The cardinality #J of J satisfies #J ≤ ξ, where ξ is a con-
stant depending only on n, ε,N, δ; moreover, if in addition Ω is bounded ξ is
independent of δ.

We consider first the case when Ω is bounded. Then also its ε-neighbour-
hood Ωε = {x ∈ Rn | d(x,Ω) < ε} is bounded. Moreover, by definition Ui∩Ωε

contains a ball of radius ε, hence |Ui ∩ Ωε| > εnωn, where ωn is the volume
of the n-dimensional unit ball. Since the covering {Ui}si=1 has multiplicity
less than N and Ui ∩ Ωε ⊂ Ωε, we have that

∑s
i=1 |Ui ∩ Ωε| ≤ N |Ωε|. This

implies that s ≤ N |Ωε|/(εnωn), hence in particular #J ≤ N |Ωε|/(εnωn) = ξ.
We observe that in this case ξ does not depend on δ.

We consider now the case when Ω is unbounded. Since the diameter of
B is less than 2δ, by Lemma 3 there exists a family of m balls centered in
B of radius ε that covers B, where m depends only on δ, ε and n. Suppose
now that #J > mp, for some integer p ∈ N. Then at least one of these
balls has non-empty intersection with at least p + 1 elements of the family
{Ui}si=1. Let’s call this ball Bε and denote by cBε its center. Thus there exist
points xi, i = 1, ..., p + 1, with xi ∈ Bε ∩ Ui. Since each Ui has the ε-ball
property, there are Bi, i = 1, ..., p + 1, open balls of radius ε with Bi ⊂ Ui
and xi ∈ Bi. We denote by ci the centre of the ball Bi and we notice that
the set {c1, ..., cp+1} is contained in the ball of center cBε of radius 2ε. Indeed
|xi − ci| ≤ ε and xi ∈ Bε, for every i. Therefore by Lemma 3 we can cover
the set {c1, ..., cp+1} with q open balls of radius ε/2, where q depends only
on n. Now suppose that p > qN , then at least one of these balls, that we
label Bε/2, contains at least N + 1 points of the set {c1, ..., cp+1}. Without
loss of generality we can suppose that they are c1, ..., cN+1. Then we must
have that B1 ∩ B2 ∩ ... ∩ BN+1 6= ∅ because each of these balls contains the
center of Bε/2. However, since Bi ⊂ Ui this is in contrast with property ii) of
Definition 1. Thus, if #J ≥ mp then p ≤ qN, hence #J < m(Nq + 1) and
the claim is proved.

We remark that the the value of the constant C that will appear along
the rest of the proof may vary, but it will remain dependent only on: n,M, l
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and on the L∞-norms of the derivatives up to order l of the functions λi,
i = 1, . . . , s, Λ+, Λ−.

We can proceed with the proof of the theorem in the case |α| = 0. Let
f ∈ W l,p(Ω). By applying the definition of Tf we get

(
1

φ(r)

∫
B

|Tf(x)|pdx
) 1

p

≤
(

1

φ(r)

∫
B∩Ωc

∣∣∣∣Λ+(x)

∑s
i=1 λi(x)Ti(fλi)(x)∑s

i=1 λ
2
i (x)

∣∣∣∣p dx) 1
p

+

(
1

φ(r)

∫
B∩Ω

|f(x)|pdx
) 1

p

.

The second integral can be estimated as follows

φ(r)−1/p‖f‖Lp(B∩Ω) ≤
m∑
j=1

φ(r)−1/p‖f‖Lp(Bj∩Ω) ≤ m‖f‖Mφ,δ
p (Ω) (33)

where B1, ..., Bm is a collection of balls of radius r < δ and centers in Ω
with m depending only on n. To estimate the first integral we will use that∑s

i=1 λ
2
i ≥ 1 on supp Λ+ ∩ Ωc and that suppλi ⊂ Ui for all i = 1, . . . , s.

Moreover, we recall that exist rotations Ri and special Lipschitz domains Di

such that Ui ∩ Ω = Ui ∩Ri(Di). We have

(
1

φ(r)

∫
B∩Ωc

∣∣∣∣Λ+(x)

∑s
i=1 λi(x)Ti(fλi)(x)∑s

i=1 λ
2
i (x)

∣∣∣∣p dx) 1
p

≤
∑
i∈J

(
1

φ(r)

∫
B∩Ωc

|Ti(fλi)(x)|pdx
) 1

p

≤
∑
i∈J

‖Ti(fλi)‖Mφ,δ
p (Rn)

≤ C
∑
i∈J

‖fλi‖Mφ,δ
p (Ri(Di))

≤ C
∑
i∈J

‖f‖Mφ,δ
p (Ri(Di)∩Ui)

= C
∑
i∈J

‖f‖Mφ,δ
p (Ω∩Ui) ≤ Cξ‖f‖Mφ,δ

p (Ω).

Here we have used inequality (2) for Ti. This combined with (33) implies the
validity of (2) when |α| = 0.

We prove now (2) when |α| > 0. By the Leibniz rule we have that for all
x ∈ B

|DαTf(x)| ≤ C
∑
i∈J

∑
β≤α

|DβTi(fλi)(x)|χΩc(x) + C
∑
β≤α

|Dβf(x)|χΩ(x)
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where C is a positive constant depending only on α, n and on the upper
bound of the derivatives up to order |α| of the functions λi, i = 1, . . . , s, Λ+,
Λ−. Hence

φ(r)−1/p‖DαTf‖Lp(B∩Ω) ≤ C
∑
i∈J

∑
β≤α

φ(r)−1/p‖DβTi(fλi)‖Lp(B∩Ωc)

+ C
∑
β≤α

φ(r)−1/p‖Dβf‖Lp(B∩Ω).

Arguing as before we can estimate the second term as follows∑
β≤α

φ(r)−1/p‖Dβf‖Lp(B∩Ω) ≤ m
∑
β≤α

‖Dβf‖Mφ,δ
p (Ω). (34)

We can also estimate the first term using inequality (2) for Ti. In particular
we get

∑
i∈J

∑
β≤α

(
1

φ(r)

∫
B∩Ωc

|DβTi(fλi)(x)|pdx
) 1

p

≤ C
∑
i∈J

∑
β≤α
|γ|≤|β|

‖Dγ(λif)‖Mφ,δ
p (Ri(Di))

≤ C
∑
i∈J

∑
β≤α
|γ|≤|β|

‖Dγf‖Mφ,δ
p (Ri(Di)∩Ui)

= C
∑
i∈J

∑
β≤α
|γ|≤|β|

‖Dγf‖Mφ,δ
p (Ω∩Ui) ≤ C

∑
i∈J

∑
|β|≤|α|

‖Dβf‖Mφ,δ
p (Ω)

≤ Cξ
∑
|β|≤|α|

‖Dβf‖Mφ,δ
p (Ω), (35)

where C is a constant depending only on n,M, l and on the L∞-norms of the
derivatives up to order l of the functions λi, i = 1, . . . , s, Λ+, Λ−. Inequality
(35) together with (34) gives (2) for |α| > 0. We finally observe that in the
proof of (2) the only constant possibly depending on δ is ξ, but we have also
proved in the Claim above that if Ω is bounded then ξ does not actually
depend on δ. This completes the proof of the theorem.
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