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Polaronic deformation at the Fe2+/3+ impurity site in Fe:LiNbO3 crystals
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Iron doped LiNbO3 crystals with different iron valence states are investigated. An extended x-ray absorption
fine structure (EXAFS) spectroscopy study highlights evident changes in the local structure around iron that can
be ascribed to the presence of small polarons. In particular, when a Fe3+ replaced a Li ion, the oxygen octahedron
shrinked with respect to the pure material, with an average iron-oxygen bond value very similar to that of Fe2O3

hematite. When adding an electron, it localizes at the Fe site in a configuration very close to the atomic Fe d

orbitals, inducing a relaxation of the oxygen cage. The same system was modelled by spin-polarized density
functional theory (DFT). Several local as well as hybrid exchange-correlation functionals were probed on the
bulk LiNbO3 structural properties. The computation is then extended to the case of hematite and finally to the
Fe defect in LiNbO3. The calculations reproduced with good accuracy the large lattice relaxation of the oxygen
ligands associated to the electronic capture at the Fe center that can be interpreted as due to the polaron formation.
The calculations reproduce satisfactorily the available EXAFS data, and allow for the estimation of the polaron
energies and the optical properties of the defect.
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I. INTRODUCTION

Lithium niobate is a widely employed optical material due
to its excellent electro-optical and nonlinear optical properties.
In particular, upon inhomogeneous illumination in the visible
range, photoexcitation of movable charges can give rise to a
space charge redistribution and, consequently, to the building
up of an electric field. The latter induces a refractive index
modulation by the electro-optic effect, a phenomenon usually
referred to as photorefractivity. Thanks to this property, lithium
niobate crystals (LiNbO3, LNB) were exploited to realize
optical data storage stages via holographic recording [1] as
well as holographic filters, demultiplexers, optical memories,
and phase-conjugated mirrors [2,3]. More recent applications
include the development of compact and multipurpose optical
sensors for environment and bio-chemical applications [4,5].
In literature, the physical phenomena underlying photore-
fractivity are commonly described by photoexcitation of
electrons from the material donor centers into the conduction
band [2]. In this picture, the diffusion, photovoltaic, and drift
mechanisms allow the photo-excited electrons to redistribute
in the material and be trapped in acceptor centres: the most
common donor/acceptor centers in this material are the extrin-
sic Fe2+/Fe3+ impurities as well as the intrinsic Nb+4/Nb5+

centers [6–9]. Consequently, the photorefractive response can
be easily enhanced and tailored, with intentional iron doping
of the pure material (Fe:LiNbO3) and with an accurate control
of the Fe concentration together with its valence state. More
recently, it became clear that due to the strong electron phonon
coupling occurring in LNB, charge transport in this material
has to be described in terms of photoexcitation and diffusion
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of small polarons [10,11]. These quasiparticles consist of
an electric charge that is able to localize by deforming the
surrounding lattice, thus creating a temporary potential well.
The term small means that this lattice deformation extends
on the length of about one unit cell. Under certain conditions,
the charge and the deformation can move as a whole by
thermally activated hopping [12,13], and eventually be trapped
by crystal defects and impurities. In LNB, doped with Fe for
photorefractive applications, at least four polaron types have
been recognized [10]: (a) free electron polarons localizing at
Nb ions; (b) bound electron polarons localizing at NbLi antisite
defects, always present in congruent material; (c) bound hole
polarons, localizing at O ions; and (d) bound electron polarons
localized at the Fe impurities. In order to deal adequately
with the features of these charge carriers in the numerous
possible photorefractive applications of Fe:LNB, it is essential
to understand their structure, especially by quantitative studies.
This work is devoted to the investigation of the Fe polaron in
LNB. Generally, polarons in LNB are indirectly investigated
by their impact on the optical and/or transport properties, in
the framework of a simple phenomenological model, which
describes the polaron formation as a balance between the
elastic energy paid to deform the lattice and the electrostatic
energy gained by the charge in the newly formed localization
potential [13]. Unfortunately, the simultaneous determination
of all the parameters entering this model (primarily the total
polaron energy, the energy stored in the elastic deformation,
and the defect binding energy) can be determined only by
a comparison with experimental data [10], which are not
always known or difficult to obtain, especially for bound
polarons. Moreover, the details of the electronic and local
crystal structure of this defect remain out of reach.

Quite surprisingly, there exist few experimental and the-
oretical studies reporting on the direct investigation of the
most basic characteristics of the Fe bound polaron, i.e., the
local distortion produced by the self-trapping action and its
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electronic structure. Generally, the incorporation of Fe in
LNB was experimentally studied only from the point of view
of lattice site location and determination of the Fe valence
state [14–24]. However, some recent XRD results [25] showed
that the electron capture by the Fe center produces a strain
in the crystal matrix, indicating the onset of a measurable
deformation at the Fe centers when their valence is changed
from Fe3+ to Fe2+ by a reduction treatment. This suggests
that a direct measure of the deformation associated to the Fe
polaron formation should be possible. In order to interpret
these results, theoretical ab initio methods could be used. This
approach would therefore complement phenomenological
modeling by obtaining from first principles the unknown
quantities of the system. By comparing experimental data with
a systematic tuning of the different approximation schemes,
it should be possible to determine those calculations which
best reproduce the experimental data and subsequently use
them to calculate the unknown quantities of the system. To
our knowledge, ab initio studies on the Fe impurity in LNB
published up to now [26] are limited to the investigation of
the stability and lattice location of Fe2+ and Fe3+ defects
and defects clusters in LNB using a DFT + U approach.
The polaron problem, i.e., the change in the local structure
associated to the capture of an electron by a Fe3+ center was
not discussed.

The aim of the present paper is therefore to obtain a direct
measure of the polaronic distortion at the Fe center and to
compare the obtained results with accurate DFT + U ab initio
calculations. A series of samples with high Fe concentration
were prepared in fully oxidized and reduced states, so that all of
the Fe ions present in the different samples can be considered
to be either in their Fe3+ or Fe2+ state, respectively. The local
structure around Fe impurity was then investigated by extended
x-ray absorption fine structure (EXAFS) spectroscopy and the
differences, ascribed to the polaron formation, obtained. These
results were compared with a series of ab initio calculations, in
order to test different approximation schemes and to reproduce
and rationalize the polaronic deformation.

The paper is structured as follows: the sample preparation
and characterization together with the experimental details
are given in Sec. II; Sec. III reports the EXAFS data
analysis; Sec. IV describes the computational study of models
representing bulk LiNbO3, α-Fe2O3 and FeLi substitutionals
in LiNbO3. Finally, a discussion and conclusions of this
combined investigation are provided in Sec. V.

II. EXPERIMENTAL DETAILS

A. Sample preparation and characterization

One boule of iron doped lithium niobate (Fe:LiNbO3) with
congruent composition was grown at the University of Padova

by using the Czochralski technique. The dopant concentration
in the melt was [Fe] = 188.55 × 1018 cm−3 = 1% mol and
the growth direction was along the z axis of the material, with
a pulling rate of 1 mm/h. After the growth, the Fe:LiNbO3

boule was poled in air atmosphere at 1200 ◦C in order to
obtain a single domain structure. The boule was thereafter
x-ray oriented and cut in different slab samples with the main
face perpendicular to the z axis of the material (z cut). Finally,
the samples were polished to achieve a good optical quality.

Subsequently, one sample has been treated in a gas mixture
of Ar(98%)+H2(2%) at 500 ◦C, with a flux of 100 Nl/h for
40h, thus promoting the incorporation of electrons inside the
material and consequently the reduction of Fe3+ ions into
Fe2+. A second sample has been annealed O2 atmosphere
(90 Nl/h) at 900 ◦C for 20h. These two samples in the following
will be referred to as Fe2+ :LNB (reduced) and Fe3+ :LNB
(oxidized), respectively, and correspond ideally to the cases
of a sample containing only filled Fe2+ polaronic centers and
another containing empty Fe3+.

One of the main macroscopic evidences of this reduction
process is a modification of the optical absorption of the
material, related to excitation of Fe2+ polarons. Indeed,
reduced Fe:LiNbO3 shows two wide absorption bands centered
at 2.6 eV (D band) and 1.1 eV (A band), whose intensities are
proportional to the Fe2+ polarons concentration [10]. To check
the content of Fe2+ and Fe3+ present in each sample, optical
absorption measurements were performed in transmission
mode by using a Jasco V-670 spectrophotometer in the range
300–2700 nm. Usually, in literature the optical absorption at
477 and 532 nm is used to determine the concentration of
filled traps in the material [22,23,27], but in our case the
absorption at the mentioned wavelengths is too high to be
properly measured even in a slightly reduced crystal, due to
the high amount of dopant present in the material. We therefore
exploited the absorption cross section of Fe2+ at 1128 nm (A
band) [27,28], which is equal to (0.32 ± 0.01) × 10−18 cm2.
The concentration of Fe3+ and Fe2+ ions relative to the
investigated samples is listed in Table I, where it is possible
to notice that in the oxidized sample Fe is mainly in its 3+
valence state, whereas in the reduced crystal the Fe traps have
been almost completely filled.

B. EXAFS measurements

EXAFS spectroscopy is a powerful tool for studying the
local structure and dynamics of materials [29–32]. In this
work, Fe- LiNbO3 was investigated by Fe K edge EXAFS
measurements performed in fluorescence mode between 30
and 400 K at the BM23 XAS beamline of the European
Synchrotron Radiation Facility (ESRF) in Grenoble (France).
The storage ring was operated with an electron energy of
6 GeV and a typical current of 190 mA. The oxidized and

TABLE I. Concentrations of empty and filled traps present in the Fe:LiNbO3 samples investigated in this work and corresponding reduction
degrees. The experimental parameters used during the oxidizing/reducing thermal treatments are also reported.

Sample Thermal treatment Fe2+ (×1018 cm−3) Fe3+ (×1018 cm−3) Fe2+/Fe3+

Fe3+ :LNB O2 dry (900 ◦C, 20h) ≈2 186.4 ± 3.1 ≈0.01
Fe2+ :LNB Ar + H2 dry (500 ◦C, 40h) 156.9 ± 6.4 31.7 ± 6.4 5.0 ± 0.2
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reduced samples have been cut in two halves: one part was
kept as reference for further compositional and structural
characterizations, whereas the second part was finely ground.
The samples for EXAFS were prepared by mixing and
pelletizing the Fe- LiNbO3 powders with boron nitride powder.
The absorption coefficient was measured from 6900 to about
8000 eV by selecting the iron K α emission making use of a
13 elements high-purity Ge detector. An energy step varying
from about 0.3 eV in the near-edge region to 4 eV at the
highest energies was used, so to have a uniform wave vector
step �k � 0.03 Å−1 in the EXAFS region. A Si(111) double
crystal monochromator was used to monochromatize the x-ray
beam, and a pair of Si mirrors at grazing incidence of 3.5
mrad was employed to reduce the effect of harmonics. The
samples were mounted in a liquid helium cryostat and the
temperature was stabilized and monitored through an electric
heater controlled by a feedback loop, ensuring a thermal
stability within ±1 K. At least three spectra were collected
at each temperature to allow an evaluation of experimental
uncertainty, with an acquisition time of 4 s/point. Fine powders
of α-Fe2O3 were also measured in transmission mode and used
as standard reference for our experiment.

III. EXAFS DATA ANALYSIS AND RESULTS

Let us recall that the EXAFS signal of one coordination
shell can be parameterized in terms of one-dimensional
distribution ρ(r) of interatomic distances through the cumulant
expansion method, i.e.,

χ (k) = S2
0

k
N |f (k,π )|e

−2C1/λ

C2
1

e−2k2C2+2k4C4/3+···

× sin[2kC1 − 4k3C3/3 + · · · + φ(k)], (1)

where S2
0 is the amplitude reduction factor taking into

account intrinsic inelastic effects, N is the coordination
number, λ the photoelectron mean free path, f (k,π ) and
φ(k) are the backscattering amplitude and total phase shift,
respectively [29,33,34]. Equation (1) expresses EXAFS as a
function of the cumulants Ci of an effective pair distribution
P (r,λ) = ρ(r) exp(−2r/λ)/r2, where the first cumulant C1

measures the mean value of the distribution, the second
cumulant C2 the variance, and the third cumulant C3 the
asymmetry. However, one is interested in the corresponding
cumulants C∗

i of the real distribution of distances ρ(r). In this
regard, it can be shown that the difference between the second
and higher-order cumulants of the two distributions can be
neglected for not-highly disordered systems, while the first
cumulants C∗

1 and C1 are connected through equation [35]

C∗
1 = C1 + 2C2

C1

(
1 + C1

λ

)
. (2)

After pre-edge subtraction and normalization of the exper-
imental absorption coefficients, the photoelectron wave vector
k was calculated with respect to the energy edge usually set at
the maximum of the first derivative of the spectrum. For each
of the two Fe3+ :LNB and Fe2+ :LNB samples, the energy axes
of all spectra were shifted to achieve the best alignment with
the lowest-temperature spectrum in the edge region and the
edge energy of each spectrum was determined accordingly.

The maximum energy shift was found to be about 0.1 eV
between spectra of the same sample, thus proving the excellent
stability of the energy axis. Differently, the energy edge of the
Fe2+ :LNB sample is shifted towards lower energies of about
3 eV with respect to the Fe3+ :LNB sample. This is expected
and due to the different valence state of iron [36,37].

In the following, it is assumed that Fe is incorporated
into an axial-symmetric position inside the oxygen cage
normally occupied by a Li ions, in accordance with the
published literature [14–21,38]. In this picture the Fe ion is
surrounded by six oxygens, in a configuration very close to the
hematite (α-Fe2O3) structure. In ferroelectric lithium niobate,
the oxygen octahedron is slightly distorted so that, assuming
that the Fe exactly replaces the Li ion in an axial symmetric
position and that the lattice structure remain unchanged with
respect to perfect LNB, there are two possible lengths for the
Fe-O bonds. In other words, three among the six oxygens
composing the octahedron lie slightly closer to the Fe center
than the others. The published studies on the Fe polaron in
LNB are based on this configuration [10,11].

Two independent analysis procedures were used to obtain
quantitative information. The first procedure is based on the
so-called “ratio method” [33,39]: it consists of a separate
analysis of amplitude and phase of the filtered EXAFS signal,
taking the spectrum of α-Fe2O3 as reference for backscattering
amplitudes, phase shifts, and inelastic terms. In this analysis,
the difference between the two Fe-O lengths is neglected, as
if Fe was equidistant from the oxygen and nearest-neighbor
distances are assumed to follow one single-peaked distribution.
With this method it is therefore possible to determine the
“average” variation of the bond lengths when the polaron
is formed. In the second and more detailed procedure,
backscattering amplitudes, phase shifts and inelastic terms
are theoretically calculated by the FEFF code [40] and the
best fit of the experimental data are then made by the FEFFIT

program [41]. This last approach allows to separate the two
different nearest-neighbors Fe-O distances, as was recently
done in α-Fe2O3 [42]. The consistency between the results of
the two methods (see below) demonstrates the quality of our
analysis.

A. Ratio method

By equation (1), one can see that having a proper reference
spectrum, the difference between the EXAFS phases and the
logarithm of the amplitude ratio can be written as

	s(k) − 	r (k) = 2k�C1 − 4
3k3�C3 + · · · (3)

and

ln
As(k)

Ar (k)
= ln

Ns

Nr

− 2k2�C2 + 2

3
k4�C4 + · · · (4)

where �Cn indicates the cumulant difference Cn,s − Cn,r and
the subscripts s and r refer to the sample and reference
(α-Fe2O3 at room temperature in this work), respectively.
Thanks to this procedure the unknown quantities |f (k,π )|,
φ(k) and S2

0 in Eq. (1) are canceled.
The left panels of Fig. 1 show the k-weighted EXAFS

signals kχ (k) of the two samples and of the reference. The
structure of the EXAFS spectra obtained from the two samples
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FIG. 1. (Color online) Fe K-edge EXAFS signals kχ (k) (left)
and corresponding Fourier transform (right) adopted in the ratio
method analysis. Top, middle, and bottom panels refer to Fe2+ :LNB,
Fe3+ :LNB and reference α-Fe2O3, respectively. The black-solid and
red-dashed lines refer to 30 K and room temperature, respectively.

appear qualitatively different, confirming that the electron
capture process lead to a distortion of the local structure. In
this first analysis, performed by using the EXTRA code [43],
the EXAFS signals were extracted by the same polynomial
spline for all spectra, best fitting the average behavior of
the absorption coefficient. Then, in order to separate the
contributions of the different coordination shells, the EXAFS
signals were Fourier transformed (FT) in the interval k =
2.3–12 Å−1 with a k weighting and a 10% Gaussian window,
as shown in the right panels of Fig. 1.

The peak centered at about 1.5 Å in the FT is due to
the six nearest-neighbor oxygen atoms around Fe, forming a
distorted FeO6 octahedron, while the structure between about
2 and 3.5 Å contains several single and multiple scattering
contributions. The FT structure below about 0.7 Å is probably
due to a low-frequency component that remains in the spectrum
after background subtraction. However, it could also be due
to atomic XAFS [44,45] and, therefore, we cannot state with
absolute certainty that this low R component in the FT has not
a physical meaning, also for the fact that different polynomial
splines were tested to remove it but with no success. To remove
such FT component at low R the AUTOBK code [46] may be
used, as will be done by FEFF-FEFFIT analysis in the next
subsection. Nevertheless, also the background obtained by
AUTOBK can be affected by spurious oscillations, in particular
near the absorption edge, due to the forced removal of
the low R component. Accordingly, we cannot know with
certainty which background is better, although the one from
AUTOBK probably is. As a result, we used both backgrounds
in two different analyses (ratio method and FEFF-FEFFIT). The
convergence of the results (see below) demonstrates that both
methods are sufficiently sound and reliable, at least within our
experimental uncertainties.

The first-peak contribution of Fig. 1 was singled out by
Fourier back-transform. Then, according to Eqs. (3) and (4),

FIG. 2. (Color online) Phase differences (left) and logarithms
of amplitude ratios (right) plotted against k2 for two selected
temperatures: 30 K (upper) and room temperature (lower). Blue and
red lines refer to Fe2+ :LNB and Fe3+ :LNB, respectively. α-Fe2O3

at room temperature was used as reference. Dashed-lines are the
corresponding best-fit curves.

the phase differences and logarithms of amplitude ratios were
calculated and plotted against k2 (see Fig. 2), taking the
α-Fe2O3 spectrum as reference for backscattering amplitudes,
phase shifts, and inelastic terms. The ratio method allows a
visual evaluation of the overall quality of experimental data
and of the useful k range which, in our case, is limited to the
interval k � 3–9 Å−1 or less. In the phases plot (left panels
of Fig. 2), the vertical intercept is �C1 with respect to the
reference α-Fe2O3, while the linear slope is proportional to the
third cumulant variation �C3. It emerged that the average Fe-O
distance in Fe2+ :LNB is almost 0.1 Å longer than in α-Fe2O3,
while it is about the same in Fe3+ :LNB. In the amplitudes plot
(right panels of Fig. 2) the linear slope is proportional to the
variation of the second cumulant �C2 (since the coordination
number is constant, the intercept ln Ns/Nr was fixed to zero).
A deviation from linearity indicates the relevance of the fourth
cumulant �C4

The average Fe-O bond distance (C∗
1 ) determined from

EXAFS is shown in Fig. 3 for both Fe2+ :LNB and Fe3+ :LNB
compounds at different temperatures. The values for C∗

1 were

FIG. 3. (Color online) Average Fe-O distance determined from
the ratio method in Fe2+ :LNB (blue squares) and Fe3+ :LNB (red
circles) compounds. The dashed lines at about 2.03 and 2.16 Å refer
to the average Fe-O and Li-O distances in α-Fe2O3 and LiNbO3,
respectively. The error bars were calculated as standard deviation
over the different spectra and fitting intervals.
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FIG. 4. (Color online) Variance σ 2 of the average Fe-O distance
distribution determined from the ratio method in Fe2+ :LNB (blue
squares) and Fe3+ :LNB (red circles) compounds. The dashed line at
0.014 Å refer to the Fe-O variance of α-Fe2O3 at room temperature.
The error bars were calculated as standard deviation over the different
spectra and fitting intervals.

calculated through Eq. (2), making use of the experimental
�C2 values and assuming λ = 8 Å (the error due to the exact
value of λ, typically between 6 and 12 Å, does not exceed
0.001 Å), and through the comparison with the reference
α-Fe2O3, whose average Fe-O distance is ∼2.03 Å (three
short Fe-O distances at ∼1.94 Å + three long Fe-O distances
at ∼2.12 Å) [47,48]. Figure 3 is a first clear experimental
evidence of the polaron effect: the transformation from Fe3+

to Fe2+ relaxes the oxygen octahedron which becomes larger
so that the average Fe-O distance passes from ∼2.03 Å in
oxidized sample to ∼2.12 Å in reduced one (by comparison,
the average Li-O distance in undoped LNB is ∼2.16 Å). This
is consistent with ionic radii of octahedrally choordinated Li+
ions (0.90 Å) and octahedrally choordinated Fe2+ (0.75 Å) and
Fe3+ (0.69 Å). Those results are also in qualitative agreement
with Ref. [25] which indicated a negative strain in oxidized
Fe:LiNbO3 films which was partially released by reducing the
sample. Note that the average Fe3+ –O distance in Fe3+ :LNB
is very similar to that of α-Fe2O3, where the valence state of
iron (+3) is the same.

Figure 4 shows the variance (σ 2) of the average Fe-O
distance distribution, measured by the second cumulant C∗

2 of
EXAFS, for Fe2+ :LNB and Fe3+ :LNB. The absolute value for
C∗

2 was determined by the comparison with α-Fe2O3, whose
σ 2 at room temperature is estimated to be about 0.014 Å2. This
value is calculated as follows, taking into account both static
and dynamic effects to the local disorder [49]. The contribution
of static disorder (here denoted σ 2

s ) to σ 2 was approximately
calculated by considering the difference in the two nearest-
neighbors Fe-O distances in hematite, R1 � 1.94 Å and
R2 � 2.12 Å, thus getting σ 2

s = [(R2 − R1)/2]2 � 0.008 Å2.
The dynamic contribution (here denoted σ 2

d ) was instead
determined as σ 2

d = (σ 2
d1 + σ 2

d2)/2, where σ 2
d1 � 0.0043 Å2

and σ 2
d2 � 0.0075 Å2 are the vibrational contribution of each

of the two nearest-neighbors Fe-O distances derived from
Fig. 4 of Ref. [42]. The result is σ 2

d � 0.006 Å2 and therefore
σ 2 = σ 2

s + σ 2
d � 0.014 Å2.

FIG. 5. (Color online) (Left) Fe K-edge EXAFS signals kχ (k)
extracted by AUTOBK and adopted in the FEFF-FEFFIT analysis. (Right)
Modulus and imaginary part of the Fourier transform of the EXAFS
signal (continuous lines) and best-fitting simulation of the first peak
(colored dashed-bold lines). Top and bottom panels refer to Fe2+

:LNB and Fe3+ :LNBat 30 K, respectively.

B. FEFF-FEFFIT method

In this second analysis, we aim to distinguish the two sets
of nearest-neighbors Fe-O distances in Fe2+ :LNB and Fe3+

:LNB sample, as was recently done for α-Fe2O3 [42].
Differently from the previous analysis by the ratio method:

(i) the backscattering amplitude |f (k,π )| and the total phase
shift φ(k) of each of the two Fe-O distances are calculated by
FEFF code [40]. This was performed by replacing a Li atom
with a Fe atom in the crystal structure of LiNbO3. (ii) To
remove the FT component at low R, the AUTOBK code [46]
was utilized to extract the EXAFS signals. (iii) The kχ (k)
EXAFS signals were Fourier transformed in the range k =
3–9 Å−1, i.e., where, according to Fig. 2, the overall quality of
the experimental data seems to be better.

The EXAFS signals kχ (k) of the two Fe2+ :LNB and Fe3+

:LNB compounds at 30 K, extracted by AUTOBK, are shown in
the left panels of Fig. 5. Pronounced differences with respect
to the EXAFS signals of Fig. 1 are evident at low k, thus
confirming the fact that the FT structure at low R of Fig. 1 is
due to how the background is extrapolated near the absorption
edge. The modulus and imaginary part of the corresponding
Fourier transform are shown by continuous lines in the right
panels Fig. 5.

A nonlinear best-fit of the experimental spectra was
performed in the r space between 0.6 and 2.1 Å (right panels of
Fig. 5) by using the FEFFIT program [41]. No quantitative anal-
ysis of the second FT peak was attempted because, according
to the FEFF calculation [40], a large number of scattering-paths
are involved (about 10) and, moreover, because the part of the
second-peak EXAFS signal related to first neighbors through
the multiple scattering is small, only ∼18% or less of the total
signal. As a consequence, the analysis of the second FT peak is
not important to gain information on the two nearest-neighbor
Fe-O distances and, accordingly, it has been omitted.

The number of free fitting parameters, i.e., E0 (edge energy
mismatch between theory and experiment), S2

0 (amplitude
reduction factor due to intrinsic inelastic effects), and the first
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FIG. 6. (Color online) Short and long Fe-O bond distances (down and up triangles, respectively) determined by FEFF-FEFFIT analysis in
Fe2+ :LNB (left) and Fe3+ :LNB (right) samples. The average of the two Fe-O distances (solid lines in each panel) is in agreement with the
average Fe-O distance obtained by the ratio method (open symbols) in Sec. II A. The dashed lines indicate the short and long Li-O bond
distances in pure LiNbO3 at about 2.06 and 2.26 Å, respectively.

two cumulants for each of the two Fe-O distances, was reduced
as much as possible. In a first trial analysis, the value of E0 was
left free and exhibited relatively small variations as a function
of temperature (between −9.2 and −7.8 eV for Fe2+ :LNB,
between −10.4 and −8.6 eV for Fe3+ :LNB). Then the average
values of E0 were calculated (about −8.3 eV for Fe2+ :LNB,
−9.5 eV for Fe3+ :LNB) and kept fixed in the subsequent
fitting procedure. To further reduce the uncertainty and the
scattering of the results, the value of S2

0 (strongly correlated
with the second EXAFS cumulant) was fixed at different values
within the typical range from 0.85 to 1.10, and the final results
were then obtained as the average over all fitting runs. The
uncertainties of each individual fit were those given by FEFFIT.
The final error bars were then calculated according to the
standard propagation of errors.

The resulting distance of the short and long Fe-O bonds,
Fe-O1 and Fe − O2 respectively, are shown in Fig. 6 for
both Fe2+ :LNB and Fe3+ :LNB samples. It can be observed
that when Fe2+ replaces the Li ion, the surrounding oxygen
cages shrink with respect to the pure LNB crystal, so that the

two types of Fe-O distances become about 2.08 and 2.18 Å,
respectively (left panel of Fig. 6). A further shrinking of the
oxygen octahedra is observed when Li is substituted by Fe3+.
In this case the two Fe-O distances decrease up to about 1.98
and 2.07 Å, respectively (right panel of Fig. 6). Note that if the
two Fe-O distances obtained through the present FEFF-FEFFIT

analysis are averaged (solid lines), the resulting distances are
in full agreement with those previously determined by the ratio
method (open symbols) at all temperatures.

Figure 7 shows the second cumulant for the short and long
Fe-O distances in Fe2+ :LNB and Fe3+ :LNB crystals (left
and right panels, respectively). It corresponds to the variance
of each distance distribution and, since the short and long
distances have been separated, is entirely due to the thermal
disorder. In order to compare, these results with the total σ 2

achieved by the ratio method in the previous subsection, let
us denote with R1 and R2 the Fe-O1 and Fe-O2 distances of
Fig. 6, respectively, and with σ 2

d1 and σ 2
d2 the corresponding

variances shown in Fig. 7 due to thermal effects. Similarly to
what was done for the reference α-Fe2O3, we can calculate

FIG. 7. (Color online) Variance σ 2
d of the short and long Fe-O bond distances (down and up triangles, respectively) determined by

FEFF-FEFFIT analysis in Fe2+ :LNB (left) and Fe3+ :LNB (right) crystals. The total variance σ 2 (solid lines in each panel, calculated by
considering the static disorder σ 2

s due to the two different Fe-O distances of Fig. 6) is in agreement with that obtained by the ratio method
(open symbols) in Sec. II A.
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FIG. 8. (Color online) Long vs short Fe-O bond distance pre-
dicted by the bond valence model in Fe2+ :LBN (blue line) and Fe3+

:LBN (red line) compounds. Square symbols refer to the experimental
distances determined by EXAFS (i.e., triangles in Fig. 6.)

the total σ 2 as σ 2
s + σ 2

d , where σ 2
s = [(R2 − R1)/2]2 is the

static contribution and σ 2
d = (σ 2

d1 + σ 2
d2)/2 is the dynamic

contribution. The resulting σ 2, for both Fe2+ :LNB and Fe3+

:LNB, is shown in Fig. 7 by solid lines. The agreement with
the total σ 2 determined by the ratio method (open symbols in
Fig. 7) is very good, and this proves again the reliability of our
EXAFS results.

C. The bond-valence model

Before passing to the next section, we discuss the EXAFS
results in the framework of the bond valence model [50–52].
This model, widely used in solid-state chemistry, expresses
the valence Vi of a cation i as

Vi =
∑

j

Sij , (5)

where the sum is over all the bonds of the cation with the
anions j , and the bond valences Sij are given by expression

Sij = e(R0−rij )/b, (6)

where b is commonly taken to be a constant equal to 0.37, rij

is the bond length and R0 is the bond-valence parameter. Once
known, the most common applications in crystallography are
in predicting bond lengths and in checking the reliability of a
determined structure [51,52].

According to Ref. [50], the bond-valence parameter R0 is
1.734 for the pair of atoms Fe2+-O, 1.759 for the pair Fe3+-O.
Therefore, denoting by R1 and R2 the short and long Fe-O bond
lengths, respectively, R1 and R2 should satisfy the relation

3e(1.734−R1)/0.37 + 3e(1.734−R2)/0.37 = +2 (7)

in the case of Fe2+ :LNB, and the relation

3e(1.759−R1)/0.37 + 3e(1.759−R2)/0.37 = +3 (8)

in the case of Fe3+ :LNB. In Fig. 8, the possible (R1, R2)
couples satisfying Eqs. (7) and (8) are plotted as solid lines.
It can be observed that the distances obtained by EXAFS
(squares in Fig. 8) are fully consistent with the bond valence
model, thus further corroborating our experimental findings.

IV. AB INITIO CALCULATIONS

Having obtained a reliable picture for the local structure
of the Fe-polaron defect, we are now in the position to set up
a computational model capable of reproducing the measured
features. Here the main goal is to achieve a similar accuracy as
that probed by EXAFS (i.e., bond length differences of a few
hundredth of angstrom between different charge states). To this
aim, in a first step we investigated the effect of several compu-
tational parameters on the calculated structural properties of
ferroelectric LiNbO3 (space group R3c) and corundum-type
α-Fe2O3 (hematite, space group R3c). Subsequently, the case
of the Fe defect in LNB is considered and the calculations
are further refined in order to obtain the best agreement with
experimental results.

A. Computational parameters

First-principles total-energy calculations have been per-
formed within the spin-polarized DFT as implemented in the
Vienna ab initio simulation package VASP [53]. A number of
valence electron equal to three per atom for lithium (1s2 2s1),
13 for niobium (4s2 4p6 4d4 5s1), six for oxygen (2s2 2p4),
and eight for iron (3d7 4s1) was used if not otherwise specified.
Nuclei and remaining core electrons were treated within the
pseudopotential approach using the projector-augmented wave
method [54].

In a first step, several local and hybrid exchange-correlation
functionals have been tested using bulk LiNbO3 as model sys-
tem (see Appendix 1). Thereby, hybrid-functional calculations
are performed using the HSE06 functional [55,56], where 25%
of the local PBE exchange is substituted by exact exchange.
Due to the overall satisfactory agreement with the experimental
results and the moderate computational cost, the iron doping
is modeled within the generalized gradient approximation
(GGA). The results reported in this paper are obtained with the
semi-local form proposed by Perdew and Wang (PW91 [57]).
The interpolation scheme of Vosko, Wilk, and Nusair [58]
was used for the correlation part of the exchange correlation
functional. Electronic wave functions were expanded in a
plane wave basis containing waves up to a kinetic energy
of 400 eV. Gamma centered 8 × 8 × 8,6 × 6 × 6, and
3 × 3 × 3 k-point meshes [59] were used to carry out the
integration in the Brillouin zone of bulk hematite (α-Fe2O3),
lithium niobate (LiNbO3) and of the Fe-doped lithium niobate
supercells described in the following, respectively. Both the
plane wave cutoff and the k-point meshes have been proven
to yield converged results. The atomic positions were relaxed
until the Hellmann-Feynman forces acting on each atom were
lower than 0.01 eV/Å.

Transition metals such as Fe and Nb contain d electrons,
which are characterized by a strong on-site Coulomb repulsion.
The proper treatment of such strongly correlated electrons
within DFT is typically problematic. Rollmann et al. [60] and
Nahm and Park [61] pointed out the importance of a description
beyond the mean field theory for the 4d and 5d electrons of Fe
and Nb atoms in hematite and lithium niobate, respectively. In
these works, the authors employed the approach commonly
referred to as the DFT + U method. This consists in the
introduction of a strong intra-atomic interaction in a (screened)
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Hartree-Fock like manner, as an on-site replacement of the
L(S)DA [62]. In our work, we make use of the simplified
approach to the DFT+ U method introduced by Dudarev
et al. [63]. Within this approach, the rotationally invariant
DFT + U functional is described by

EDFT+U = EDFT + U − J

2

∑
σ

Tr(ρσ − ρσ ρσ ), (9)

where ρσ is in our case the on-site density matrix of the d

electrons of spin σ and

ρσ − ρσ ρσ =
∑

i

εσ
i − (

εσ
i

)2
. (10)

The sum runs over all the eigenvalues εi of the on-site
occupancy matrix ρσ . U is the spherical averaged Hubbard
parameter representing the Coulomb interaction and J the
screened exchange energy. J is an approximation of the Stoner
exchange parameter [64] and nearly equal to 1 eV. In Dudarev’s
approach the parameters U and J do not enter separately, only
the difference U ′ = U − J is meaningful. As customary [60],
we will keep the parameter J constant for all calculations
(J =1), so that changes in U ′ mirror changes in the on-site
Coulomb repulsion.

In the limiting case of idempotent on-site occupation
(ρσ )2 = ρσ (i.e., εi either 0 or 1), the functional (9) coincides
with the DFT energy functional. Thus, the second term in
the DFT + U functional can be thought of as a penalty
function to the DFT total energy expression that forces the
on-site occupancy matrix in the direction of idempotency. As
a result, localized occupied d orbitals are shifted to lower
energies, while empty d orbitals are raised to higher energies
proportionally to U ′ [62].

B. Iron doping in LNB

The accuracy of different XC functionals, as well as the
choice of the electronic states to be considered as valence
states has been tested on ferroelectric LiNbO3 and α-Fe2O3.
The results are shown and discussed in the appendix. Due to
the somewhat better agreement with the experiment of GGA-
PW91 than other functionals, we will perform all the following
calculations within this parametrization of the GGA. Thereby
the Li 1s2 and 2s1, the Nb 3s2, 3p6, 4d4 and 5s1 as well as
the O 2s2 and 2p4 electrons are considered valence electrons.
The chosen number of projectors is thus higher than in our
previous works [8,9,65,66].

The values of U ′, which are best suited for the modeling
of LiNbO3 and α-Fe2O3, have been determined to be U ′

Nb = 4
and U ′

Fe = 3, respectively. However, as the Coulomb repulsion
depends on the screening and on the spatial extension of
the wave functions, the U values are system dependent. For
this reason, the Fe doping is modeled with U ′

Nb = 3,4 and
U ′

Fe = 3,4,5. Fe ions are modeled as isolated defects in other-
wise ideal stoichiometric LiNbO3. Eventual interactions with
intrinsic defects or defect clusters necessary to maintain the
overall charge balance [26] are not considered in this work. The
isolated Li substitutionals are modeled by rhombohedral cells
of 2854.85 Å3 containing 270 atoms, which corresponds to an
iron concentration of ∼3.5 × 1020 atoms/cm3 or 1.8 mol %.
This concentration is very similar to the Fe concentration of

FIG. 9. (Color online) Splitting of the Fe 3d states within differ-
ent environments. The energetic ordering of the states depends on the
orientation of the d orbitals with respect to the oxygen ligands.

1 mol % of the melt from which the samples described in
Sec. II were grown.

According to the strategy discussed in Sec. I, we will only
investigate FeLi substitutionals with valence states 2+ and 3+.
The relative stability of defects with different valence states
or at other lattice locations is not object of this investigation.
Fe3+

Li and Fe2+
Li are modeled removing the appropriate number

of electrons from the electrically neutral supercell containing
the FeLi substitutional. The energetically highest occupied
electronic states originate from the Fe 3d shell. These states are
well localized around the Fe ion. Therefore subtracting/adding
electrons from/to the system corresponds to modifying the
valence state of the FeLi substitutional.

Fe ions at the Li lattice site are octahedrally coordinated
with oxygen ligands. The octahedral field lifts the degeneracy
of the atomic Fe d states. d orbitals pointing directly at ligands
experience more electrostatic repulsion and are shifted to
higher energies, while d orbitals pointing between the ligands
are less affected by electrostatic repulsion. According to the
crystal field theory, a perfect octahedral field (e.g., as in ideal
cubic perovskites) splits the d states into a triple-degenerated
t2g and double-degenerated eg levels (see Fig. 9, middle panel).
Ferroelectric lithium niobate is a noncentrosymmetric trigonal
crystal with tilted oxygen octahedra. This affects the Fe-ligand
distances and ligand-Fe-ligand angles, and results in splitting
the Fe d states into a singly degenerated a1 and two double
degenerated e levels (see Fig. 9, right panel).

The d electrons can be distributed in different ways among
the levels in Fig. 9, middle panel. The levels can be doubly
filled with electrons of opposite spin according to their
energetic ordering (low spin case or strong field situation).
However, if pairing two electrons on the same level becomes
energetically too costly, higher energetic levels might be
occupied with electrons of the same spin (high spin case or
weak field situation). All possible spin configurations have
been modeled within our DFT + U models. Independently
from the values of U ′, the high spin configurations turn out to
be energetically favored, both for the Fe3+

Li and for the Fe2+
Li

substitutionals.
Within this configuration, in Fe3+

Li 5 spin-up and 0 spin-
down electrons are distributed among the Fe-3d states.
The magnetization is m = 5, the electronic configuration
Fe=[Ar] 3d5 4s0 and the effective charge with respect to
the isolated Fe ion is +3. In Fe2+

Li , 5 spin-up and one
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spin-down electrons are distributed among the Fe-3d states.
The magnetization is m = 4, the electronic configuration
Fe=[Ar] 3d6 4s0 and the effective charge with respect to the
isolated ion is +2. The resulting electronic structure calculated
for U ′

Nb = 4 and U ′
Fe = 4 is shown in Fig. 10. In Fe3+

Li , all
the spin up d states are occupied. The highest e state is a
shallow level close to the valence-band maximum (VBM),
while the further a1 and e levels are in the valence band. All
the spin-down d states on the contrary are empty, and the
corresponding electronic levels close to the conduction-band
minimum (CBM). Thereby the a1 and one e states are nearly
degenerated. All the iron-induced states show almost no
dispersion and are extremely localized.

The Coulomb repulsion upon electron capture shifts all
electronic levels upwards in Fe2+

Li . Again, all spin up d states
are occupied, with the highest e state still close to the VBM,
even higher than in the Fe3+

Li case. One spin down electron is
now hosted in the a1 level shown in Fig. 10, while the empty
e electronic states are shifted upwards in the conduction band.
This picture is qualitatively the same for all the considered U ′
values, even if the precise position of the gap levels depends
on U ′

Fe.
The results of the calculations for the structural parameters

of the Fe3+
Li and Fe2+

Li defects in LNB, obtained using the
different values of U ′ are reported in Table II and compared
with experimental data obtained in Sec. III. In this case, we
used the values obtained at 30 K as they are the closest to
the conditions assumed in the computational model (0K).
The remaining temperature difference is most probably not
important because, as already observed, the experimental
results point out that the structural parameters are weakly
dependent on T. The relative mismatch between experiment
and calculation for the Fe-O1 and Fe-O2 distances is about 1%
both for Fe3+

Li and Fe2+
Li for all the choices of the U ′ parameters.

In particular, the calculation reproduces correctly the large
lattice relaxation (LLR) of the oxygen ligands associated to
the electronic capture at the Fe center, and can be interpreted
as the lattice relaxation associated to the polaron formation.
Again, the calculated average Fe-O distance (about 2.04 Å for
Fe3+

Li ) is shorter than the average Li-O distance in LiNbO3,
calculated in about 2.14 Å. Both these results are in agreement
with ours and published data.
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FIG. 10. (Color online) Electronic band structure of the super-
cells modeling the Fe3+

Li (top) and the Fe2+
Li substitutional (bottom)

calculated with U ′
Nb = 4 and U ′

Fe = 4. Fe induced localized band gap
states are plotted in red (spin up) or blue (spin down).

V. DISCUSSION AND CONCLUSIONS

The precise experimental determination of the local struc-
ture of the Fe center in both its valence states gives a direct

TABLE II. Structural parameter characterizing the Fe2+
Li and Fe3+

Li substitutionals calculated for different values of U ′. All length in
angstroms, �z labels the displacement of the Fe ions along the [111] crystal axis with respect to the substituted Li. � Fe-O is the difference
between short and long Fe-O bonds, while � Avg. is the difference of the average Fe-O distances in Fe2+

Li and Fe3+
Li . Experimental data refer to

the values obtained by the FEFF-FEFFIT method at 30 K.

U ′ �z Fe Fe-O1 Fe-O2 Avg. Fe-O � Fe-O �z Fe Fe-O1 Fe-O2 Avg. Fe-O � Fe-O � Avg.

Nb 4d Fe 3d Fe2+
Li Fe3+

Li

3 3 0.1220 2.0519 2.1823 2.1174 0.1298 0.0790 1.9617 2.1194 2.0410 0.1557 0.0764
3 4 0.0893 2.0562 2.1906 2.1226 0.1361 0.0895 1.9645 2.1095 2.0370 0.1450 0.0856
3 5 0.0762 2.0564 2.1960 2.1262 0.1396 0.0992 1.9663 2.1006 2.0335 0.1343 0.0927
4 3 0.1140 2.0546 2.1896 2.1221 0.1350 0.0809 1.9583 2.1358 2.0471 0.1775 0.0750
4 4 0.0970 2.0553 2.1988 2.1271 0.1435 0.1018 1.9647 2.1158 2.0403 0.1511 0.0868
4 5 0.0849 2.0573 2.2033 2.1303 0.1460 0.1124 1.9668 2.1052 2.0360 0.1384 0.0943

Exp. @ 30 K 2.080 2.167 2.124 0.087 1.977 2.071 2.024 0.094 0.100
±0.011 ±0.019 ±0.011 ±0.022 ±0.022 ±0.022 ±0.016 ±0.031 ±0.019
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FIG. 11. (Color online) Electronic charge difference Fe2+
Li – Fe3+

Li

calculated with U ′
Nb = 4 and U ′

Fe = 4. The electron captured upon
Fe3+

Li /Fe2+
Li transition is completely localized around the Fe ion, as

expected for a small bound polaron. The charge distribution strongly
resembles the atomic Fe dz2 orbitals, suggesting a scarce hybridization
of such states.

evidence of the polaronic effect: when Fe3+ captures an
electron and becomes Fe2+ the oxygen octahedron expands
as described in the phenomenological picture. Using these
data in conjunction with the structural data on LNB and
hematite, an accurate first-principles calculation has been set
up. The proposed computational scheme is able to reproduce
satisfactorily all the available experimental data, so that we
can now use it to depict those features of the Fe polaron which
are not directly accessible from experiments.

Figure 11 shows the electronic charge associated with the
occupied spin down a1 state in Fe2+

Li , i.e., the electron captured
to form the small bound polaron. The electronic charge is
strongly localized around the Fe ion and closely resembles
the atomic Fe dz2 orbitals, suggesting a scarce hybridization
of such states. This setting is consistent with the small bound
Fe polaron predicted by Schirmer et al. [10]. Furthermore,
it is clearly seen that the atomic orbitals point along the
[111] crystal axis and thus between the oxygen ligands.
This explains why, according to the crystal field theory, the
dz2 orbitals experiences less electrostatic repulsion and are
more stable (lower energy) than d orbitals pointing directly
at ligands. Upon formation of FeLi substitutionals, the Fe
ion is shifted upwards along the [111] crystal axis by about
0.09 Å with respect to the substituted Li, while the surrounding
oxygen cages shrinks by an amount which depends on the
Fe charge state. As the structural changes occur along the
crystal symmetry axis or symmetrically around it, the threefold
symmetry is preserved. This corroborates a posteriori the
assumptions used in the analysis of the EXAFS data. This
LLR is similar to the behavior calculated by Nahm and Park
for the NbLi substitutionals. Note that this finding is relevant for
the quantitative analysis of the photogalvanic properties of the
Fe center because, as described in Ref. [11], the microscopic
onset of the photocurrent is triggered by the distances along
the z axis of the Fe center from the neighboring Nb ions.

The Fe electronic states localized in the gap are responsible
for the optical properties of the iron-doped samples. In
particular, the spin-down electron in Fe2+

Li might be excited to

several levels, according to the picture of Schirmer et al. [10],
which ascribe to this kind of transitions the large high-energy
tails of the polaron absorption band. The electronic charge
transition Fe3+

Li /Fe2+
Li is evaluated within the Slater-Janak

transition state model [9,67] at 1.54 eV below the VBM. This
value is in excellent agrement with the very similar the value
of 1.34 eV calculated by Phillpot and co-workers [26], and
with the photoluminescence peak measured at 1.4 eV above
the CBM [68].

In conclusion, we have investigated the Fe polaron defect
in LNB by combining EXAFS measurements with DFT +
U first-principles calculations. The experimental analysis
allowed to directly observe the structural changes associated to
the small Fe polaron presence. The results obtained from two
independent data analysis procedures are mutually consistent
and the results obtained at different temperatures further
confirm the validity of these findings. Using those data and
other parameters known from literature, we were able to set
up an ab initio calculation based on a spin-polarized DFT
method which correctly reproduces the experimental data.
The best agreement is obtained within a generalized gradient
approximation using the PW91 parametrization. In order to
catch the finer details of the differences among the long and
short Fe-O distances, corresponding to the fact that Fe occupies
a noncentrosymmetric position in the oxygen cage, it was also
necessary to introduce a Hubbard U correction with a value
around 4 eV both for the Nb 4d and the Fe 3d electrons.

Both the experimental and theoretical descriptions are in
full agreement with the phenomenological picture of the small
polaron formation: when a Fe3+ impurity substitues for a Li ion
in LNB, the oxygen octahedron is shrinked so that the average
metal-oxygen distance is reduced from about 2.16 Å of the
Li-O bonds to about 2.03 Å of the Fe-O bonds, a value very
similar to the one of Hematite. In this condition the Fe occupies
a position which is slightly shifted upwards with respect to
the Li site of about 0.1 Å. Whenever an electron is added
to the system, it localizes at the Fe site in a configuration very
close to the atomic Fe dz2 orbitals causing a partial relaxation
of the oxygen cage.

The importance of our findings, beside providing accurate
experimental values on the polaron formation process in
Fe:LNB, is that we provide an ab initio scheme, which
could be used to obtain other important information on the
polaron defect, such as the different polaron energies and the
optical properties of the defect. This approach is therefore
complementary to classical theoretical treatment of the polaron
defects.
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TABLE III. Calculated structural parameters of ferroelectric LiNbO3 obtained with different exchange-correlation functionals and
considering different numbers of valence electrons. All distances in Å, the deviations are calculated with respect to the measured values
aR = 5.494 Å, α = 55.867◦ of Ref. [69]. Eg labels the electronic gap (in eV).

Val. Li Valence Nb Val. O XC LDA +U aR Dev. α Dev. Li-O1 Li-O2 Eg

2s1 3p6 4d4 5s1 2s2 2p4 LDA U ′ = 0 5.4220 −1.33% 55.612 ◦ −0.46% 1.9781 2.1991 3.4149
LDA U ′ = 4 5.4468 −0.86% 55.656 ◦ −0.38% 1.9572 2.2604 3.4402
PW91 U ′ = 0 5.5086 +0.27% 55.586 ◦ −0.50% 2.0185 2.2440 3.4431
PW91 U ′ = 4 5.5234 +0.54% 55.716 ◦ −0.27% 1.9938 2.3091 3.3862
PBE U ′ = 0 5.5007 +0.12% 55.563 ◦ −0.54% 2.0103 2.2399 3.4922
PBE U ′ = 4 5.5153 +0.39% 55.692 ◦ −0.31% 1.9849 2.3061 3.4247

HSE06 U ′ = 0 5.4588 −0.64% 55.753 ◦ −0.20% 2.0029 2.2201 5.0291

2s1 3s2 3p6 4d4 5s1 2s2 2p4 LDA U ′ = 0 5.3702 −2.31% 55.711 ◦ −0.28% 1.9685 2.1853 3.5813
LDA U ′ = 4 5.3950 −1.83% 55.763 ◦ −0.19% 1.9554 2.2398 3.6362
PW91 U ′ = 0 5.4770 +0.31% 55.666 ◦ −0.36% 2.0199 2.2366 3.5734
PW91 U ′ = 4 5.4837 +0.19% 55.850 ◦ −0.03% 2.0061 2.2914 3.5307
PBE U ′ = 0 5.4672 −0.49% 55.689 ◦ −0.32% 2.0151 2.2344 3.6454
PBE U ′ = 4 5.4735 −0.37% 55.829 ◦ −0.07% 1.9938 2.2925 3.5984

HSE06 U ′ = 0 5.4139 −1.48% 55.742 ◦ −0.22% 2.0025 2.2100 5.2487

1s2 2s1 3s2 3p6 4d4 5s1 2s2 2p4 LDA U ′ = 0 5.4182 −1.40% 55.743 ◦ −0.28% 2.0018 2.2136 3.4816
LDA U ′ = 4 5.4364 −1.06% 55.839 ◦ −0.05% 1.9823 2.2784 3.5088
PW91 U ′ = 0 5.4811 −0.24% 55.716 ◦ −0.27% 2.0343 2.2273 3.5736
PW91 U ′ = 4 5.4875 −0.12% 55.898 ◦ +0.05% 2.0213 2.2787 3.5309
PBE U ′ = 0 5.5405 +0.85% 55.751 ◦ −0.21% 2.0769 2.2627 3.5594
PBE U ′ = 4 5.5364 +0.77% 55.994 ◦ +0.23% 2.0504 2.3283 3.4470

HSE06 U ′ = 0 5.4788 −0.28% 55.823 ◦ −0.09% 2.0605 2.2393 5.1510

(HLRS). Funding from the Progetto di Ateneo CPDA120359
of the University of Padova is also gratefully acknowledged.

APPENDIX

1. Bulk LNB

Table III shows the calculated ground state structural
parameters of bulk ferroelectric LiNbO3 obtained considering
a different number of valence electrons and different exchange-
correlation functionals. The lattice parameters aR and α

are defined in Fig. 12. The noncentrosymmetric structure
of ferroelectric LiNbO3 results in two different Li-O bond
lengths, which are labeled by Li-O1 and Li-O2 in Table III.

FIG. 12. (Color online) Rhombohedral primitive cells of (a)
LiNbO3 and (b) α-Fe2O3. Li and Nb atoms in lithium niobate and Fe
atoms in hematite are coordinated octahedrally by six O atoms.

The results of this systematic survey are compared with
published data [69]. As expected LDA underestimates, while
GGA often slightly overestimates the lattice parameters. The
slight underestimation within GGA observed here occasion-
ally might be due to the fact that the measurements by
Weis and Gaylord [69] are performed at finite (ambient)
temperature, while our calculations model T = 0 conditions.
Nonetheless, an overall very good agreement between theory
and measurement is shown, irrespective of the XC functional,
with the only exception of LDA, which underestimates the
lattice constant aR by 2.3%.

HSE06 calculations yield lattice constants aR underesti-
mating the experimental value between 0.28% and 1.48%,
depending on the choice of the electrons, which are treated
as valence states. Thus hybrid-functional calculations do not
significatively improve the agreement with the measured the
lattice parameters with respect to classic XC functionals.
However, the main benefit of hybrid DFT lies in the more
refined description of the electronic structure, as it allows to
overcome the known deficits of (semi)local XC functionals
leading to a underestimation of the electronic band gaps
in most semiconductors. Indeed, the application of hybrid
potentials leads to a �-band-gap opening of about 1.6 eV
with respect to the value calculated within DFT-PBE. The dis-
persion of the electronic states (not shown in this work) is not
affected by the hybrid functionals. Both findings are agreement
with similar calculations presented in Ref. [8]. The calculated
HSE06 fundamental band gap of 5.03–5-25 eV, is very close
to the value calculated in Ref. [70] including quasiparticle
corrections calculated within the GW approximation. Though
the calculated DFT band gap (3.42 to 3.58 eV, depending
on the computational parameters) seems to be in very good
agreement with the experimental value of 3.78 eV [71],
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TABLE IV. Effect of the +U corrections on the ferroelectric LiNbO3 structural parameters obtained with PBE and PW91 exchange-
correlation functionals. All distances in Å, the deviations are calculated with respect to the measured values aR = 5.494 Å, α = 55.867◦ of
Ref. [69]. � labels the Li-O1− Li-O2 mismatch and Eg the electronic gap (in eV).

XC LDA +U aR Dev. α Dev. Li-O1 Li-O2 � Avg. Li-O Eg

PBE U ′ = 0 5.5405 +0.85% 55.751 ◦ −0.21% 2.0769 2.2627 0.1858 2.1698 3.5594
PBE U ′ = 2 5.5385 +0.81% 55.900 ◦ +0.06% 2.0678 2.2976 0.2298 2.1827 3.4620
PBE U ′ = 3 5.5378 +0.80% 55.963 ◦ +0.17% 2.0606 2.3095 0.2489 2.1850 3.4367
PBE U ′ = 4 5.5364 +0.77% 55.994 ◦ +0.23% 2.0504 2.3283 0.2779 2.1894 3.4470
PBE U ′ = 5 5.5408 +0.85% 56.050 ◦ +0.33% 2.0460 2.3500 0.3040 2.1980 3.4829
PBE U ′ = 6 5.5444 +0.92% 56.073 ◦ +0.37% 2.0388 2.3725 0.3337 2.2056 3.5510

PW91 U ′ = 0 5.4811 −0.24% 55.716 ◦ −0.27% 2.0343 2.2273 0.1930 2.1308 3.5736
PW91 U ′ = 2 5.4776 −0.30% 55.864 ◦ −0.01% 2.0260 2.2502 0.2242 2.1381 3.5256
PW91 U ′ = 3 5.4789 −0.27% 55.987 ◦ +0.22% 2.0220 2.2624 0.2404 2.1422 3.5242
PW91 U ′ = 4 5.4875 −0.12% 55.898 ◦ +0.05% 2.0213 2.2787 0.2574 2.1500 3.5309
PW91 U ′ = 5 5.4838 −0.19% 55.948 ◦ +0.15% 2.0135 2.2890 0.2755 2.1512 3.5917

closer inspection shows that apparent agreement is due to
the high exciton binding energy in LiNbO3. A thorough
discussion concerning the fundamental band gap in LiNbO3

can be found in Ref. [70]. Thus HSE06 calculations are in
good agreement with the experimental values of the lattice
parameters and predict an electronic structure very close to
the outcome of more sophisticated (and more computationally
costly) GW calculations. Unfortunately, structural relaxations
within hybrid functionals are currently not feasible for the
supercells with several hundred atoms used to model the iron
doping. In order to account for the underestimation of the
electronic wave functions localization of the Nb 4d orbitals
typical of (semi)local XC functionals, the DFT + U approach
is a more convenient alternative.

Table III shows that introducing the Hubbard-like term in
the density functional increases the difference between Li-O1

and Li-O2 distances. For the DFT + U calculations reported
in Table III, we have used the U ′ value for the Nb d shell
of 4 eV suggested in Ref. [61]. However, it is interesting to
observe the effect of the strength of the penalty function in
Eq. (9) on the LiNbO3 structural parameters. As GGA shows
smaller deviations from the experimental values than LDA, we
only consider these potentials for further investigations. The
corresponding calculations are compiled in Table IV.

The effect of the +U corrections on the structural parameter
of LiNbO3 is moderate. The lattice constant aR is modified by
the Hubbard term within the considered range 0-6 eV by no
more than 0.15%. Similarly to the outcome of the DFT + U

calculations of Rollmann [60], the structural parameters do
not show a monotonic behavior with increasing U ′ values.
However, the difference � between the two Li-O bond length
linearly increases with the strength of the Hubbard correction.
This suggests a role of the Nb 4d orbitals in the (mainly
covalent) Nb-O bond, with consequent influence on the
(mainly ionic) Li-O bond length. In agreement with the work
of Nahm and Park [61], we find that experimental results are
best reproduced for values of U ′ of about 4 eV, in particular by
using the PW91 exchange-correlation functional. The average
Li-O bond length and the difference Li-O1− Li-O2 calculated
for this value of U ′ in 2.150 and 0.257 Å, respectively, are in
good agreement with the experimental values of 2.16 and 0.2 Å

calculated from published values of Weis and Gaylord [69] (see
Fig. 6).

The DFT + U method predicts fundamental band gaps
between 3.44 and 3.59 eV, depending on the XC-functional
and the U ′ values. Thus the application of Hubbard potentials
has a limited influence on the size of the calculated electronic
band gap. This is in agreement with similar calculations in
Ref. [61].

2. Hematite

Corundum type α-Fe2O3 is an antiferromagnetic insulator
at ambient conditions. While hematite has been experimentally
described as a charge-transfer insulator, DFT describes it as a
Mott insulator with a small band gap. As only models beyond
DFT—such as DFT + U or hybrid functionals—are capable
to predict hematite as a charge transfer insulator [60,74], only
DFT + U or hybrid functional calculations are performed in
this study.

As all Fe-ions in hematite are characterized by the same
octahedral environment, the magnetic properties at each
Fe-site will be identic. However, two types of iron-pairs,
characterized by a short and by a large Fe-Fe distance along
the [111] crystal axis, can be discriminated (see Fig. 12).
This opens the possibility for three different antiferromagnetic
configurations. In the magnetic ordering AFM1 (↑↑↓↓) Fe-
Fe long pairs have equal magnetic moments, while short
Fe-Fe pairs have opposite magnetic moments. The AFM2
ordering (↑↓↑↓) corresponds to Fe chains of alternating
spin orientation along the [111] crystal axis. Finally, in the
AFM3 configuration (↑↓↓↑) Fe-Fe long pairs have opposite
magnetic moments, while short pairs have equal magnetic
moments. All possible antiferromagnetic configurations have
been modeled within the described DFT + U approach, along
with the ferromagnetic (FM) and non magnetic ordering (NM).
The results of the calculations are compiled in Table V.

The antiferromagnetic ordering is energetically favored
over ferromagnetic and nonmagnetic solutions. Among the an-
tiferromagnetic configurations, the magnetic ordering AFM1
is the most stable. This is in agreement with similar DFT + U

calculations by Rollmann et al. [60] and previous LCAO
calculations by Catti et al. [75].
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TABLE V. Ground-state structural parameters obtained with the PW91 exchange-correlation functionals in hematite. All distances in
angstroms. Energy differences (in eV per primitive cell) are given with respect to the non magnetic configuration. The deviations are calculated
with respect to the measured values of Ref. [47]. Eg labels the electronic gap (in eV).

Spin conf. Fe Spin �E μB LDA +U aR Dev. α Dev. Fe-O1 Fe-O2 Fe-Fe (1) Fe-Fe (2) Eg

Exp [47]. 5.420 55.282 ◦ 2.883 3.982
Exp [72]. 5.427 55.280 ◦ 1.944 2.113 2.896 3.977
Exp [73]. 2.0–2.7

FM ↑↑↑↑ −6.6050 4.25 U ′ = 4 5.4328 +0.2% 55.779 ◦ +0.9% 1.9693 2.1050 2.8519 4.0063 4.2733
AFM1 ↑↑↓↓ −7.6892 4.11 U ′ = 4 5.4127 −0.1% 55.330 ◦ +0.1% 1.9449 2.1015 2.8600 3.9935 2.7120
AFM2 ↑↓↑↓ −7.1333 4.17 U ′ = 4 5.4137 −0.1% 55.646 ◦ +0.6% 1.9398 2.1259 2.9069 3.9334 1.9269
AFM3 ↑↓↓↑ −7.2987 4.16 U ′ = 4 5.3985 −0.4% 55.910 ◦ +1.1% 1.9661 2.0842 2.8183 3.9905 2.0955
NM 0.0000 0.00 U ′ = 4 5.0259 −7.8% 58.311 ◦ +5.5% 1.9265 1.9181 2.2414 3.9905 0.4606

AFM1 ↑↑↓↓ 3.88 U ′ = 2 5.4142 −0.1% 55.080 ◦ −0.4% 1.9302 2.1132 2.8912 3.9757 1.9509
AFM1 ↑↑↓↓ 4.01 U ′ = 3 5.4153 −0.1% 55.191 ◦ −0.2% 1.9397 2.1078 2.8770 3.9863 2.3455
AFM1 ↑↑↓↓ 4.11 U ′ = 4 5.4127 −0.1% 55.330 ◦ +0.1% 1.9449 2.1025 2.8600 3.9935 2.7120
AFM1 ↑↑↓↓ 4.20 U ′ = 5 5.4083 −0.2% 55.364 ◦ +0.2% 1.9479 2.0945 2.8461 4.0003 3.0050
AFM1 ↑↑↓↓ 4.29 U ′ = 6 5.4000 −0.4% 55.419 ◦ +0.3% 1.9498 2.0865 2.8292 4.0043 3.3960

HSE06 ↑↑↓↓ 4.12 5.3974 −0.4% 55.361 ◦ +0.1% 1.9287 2.0968 2.8698 3.9401 4.0504

HSE06 calculation of the AFM1 spin configuration predicts
lattice parameters and magnetic moments which closely
mirror the measured values [60] (see Table V). However,
the electronic band gap is overestimated by more than
1 eV. This is in agreement with previous calculations
by Canepa et al., which explain the deviation from the
experiment by the overlocalization of the 3d electrons
on the iron atoms [74]. In order to achieve agreement
with the measured gaps, hybrid functionals with exact-
exchange percentages between 9% and 10% have to be
considered [74].

An alternative approach that allows to model structural,
electronic and magnetic properties of α-Fe2O3 in agreement
with measured values is the DFT + U method, provided, the
correct U ′ magnitude is chosen [60,74]. In the lower part
of Table V, we show the dependence of different structural

properties on the U ′ value. While the on-site Hubbard
correction stabilizes the magnetic moment, we observe a
minor influence on the structural properties. Cell size and
symmetry barely change for U ′ values in the range 2–6 eV.
Concerning the internal parameters, the mismatch between
the Fe-O1-Fe-O2 bonds shrinks for higher values of the
Hubbard U . On the contrary, the difference between short
and long Fe-Fe bonds grows with U ′. Independently from
the U ′ value, the calculated structural parameters are in fairly
good agreement with available experimental data. However, in
further agreement with Rollmann and co-workers, we find that
the best overall agreement is achieved for U ′ = 3. In particular,
the calculated average Fe-O distance of 2.024 Å is in perfect
agreement with the value of ∼2.03 Å of Refs. [47,48]. The
electronic band gap of 2.35 eV calculated for this U ′ value is
within experimental range 2.0–2.7 eV [73].
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