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A Unified Approach to Numerical Modeling of Fully and
Partially Saturated Porous Materials by Considering Air

Dissolved in Water

D. Gawin1 and L. Sanavia2

Abstract: This paper presents a unified mathematical approach to model the
hydro-thermo-mechanical behavior of saturated and partially saturated porous me-
dia by considering the effects of air dissolved in liquid water. The model equations
are discretized by means of the Finite Element method. A correspondingly updated
code is used to analyze two examples; the first one is the well known Liakopoulos
test, i.e. the drainage of liquid water from a 1m column of sand, which is used
to validate numerically the model here developed. As second example, a biaxial
compression test of undrained dense sands where cavitation takes place at strain
localization is simulated.
It is shown that considering the dissolved air has a small influence on the overall
results of numerical simulations, while the histories of the fluid variables (gas and
capillary pressure and water saturation) differ from other approaches neglecting the
air dissolved. This may be important if appropriate constitutive models for partially
saturated materials are used. A major advantage of the proposed procedure is that it
allows for a unified modeling of partially and fully saturated zones in porous media
without application of any ‘unphysical’ numerical technique.

Keywords: Poromechanics, Multiphase porous material, Coupled Thermo-Hydro-
Mechanical modeling, Saturated-unsaturated transition, Air dissolution in liquid
water, Water cavitation, Strain localization.

1 Introduction

In recent years, increasing interest in thermo-hydro-mechanical analysis of satu-
rated and partially saturated porous materials is observed, because of a wide spec-
trum of their engineering applications. Typical examples belong to environmental
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geomechanics, where some challenging problems are of interest, e.g. the onset of
landslides due to rainfall or earthquake, safety of deep nuclear waste disposal, land
subsidence due to the extraction of water, oil or natural gas and that of sequestration
of CO2 in deep deposits.

In all the aforementioned situations, the soil needs to be considered as multiphase
porous medium, made of a solid phase and closed and open pores containing one
or more fluids, where the interaction between all the components of the material
cannot be neglected.

The case with open pores is considered in this work, where the voids of the solid
skeleton (made by solid grains) are filled with a liquid and a gas phase. The gas
phase is assumed to be a mixture of dry air and water vapor, while the liquid phase
is water, containing also dissolved air. (In the following the terms saturated and
unsaturated are used in the traditional poro-mechanical sense. Hence, in a saturated
porous medium the pores are fully filled with the liquid phase, while in partially
saturated state the pores are partly filled with liquid and partly with one or more
gaseous phases).

Most mathematical and numerical models for coupled Thermo-Hydro-Mechanical
(THM) problems in porous media, also used in Geomechanics, [e.g. Zienkiewicz,
Chan, Pastor, Paul, Shiomi (1990a); Zienkiewicz, Xie, Schrefler, Ladesma, Bicanic
(1990b); Thomas, He, Sansom, Li (1994); Gawin and Schrefler (1996); Ehlers and
Volk (1997); Lewis and Schrefler (1998); Zienkiewicz, Chan, Pastor, Schrefler,
Shiomi (1999); de Boer (2000); Schrefler (2002); Coussy (2004), Borja (2004);
Ehlers et al. (2004); Ferguson and Palananthakumar (2005), Sanavia, Pesavento
and Schrefler (2006), Jabbari and Gatmiri (2007)], neglect the contribution of air
dissolved in pore water. A general THM model considering air dissolved in pore
water was theoretically formulated by Olivella, Carrera, Gens and Alonso (1994),
Gens and Olivella (2001) and Khalili and Loret (2001). A numerical solution
was presented in the work of Gens, Garcia-Molina, Olivella, Alonso and Huer-
tas (1998), Gens and Olivella (2000) and Collin, Li, Radu and Charlier (2002),
where the behavior of nuclear waste disposal was analyzed. In none of the above
mentioned works the role of the effect of the dissolved air and its release on the gas
phase on the numerical modeling has been analyzed in detail. A THM model con-
sidering the gas phase composed by water vapor and hydrogen and a liquid phase
by water with dissolved hydrogen was developed by Gerard, Charlier, Barnichon,
Su, Shao, Duveau, Giot, Chavant and Collin (2008).

Generally speaking, the dissolved air may play a role in the THM behavior of satu-
rated/partially saturated porous media depending on its quantity and its variation in
time. For example, 1 dm3 of sand saturated with liquid water and having porosity
of 20%, may contain at 20˚C maximally about 3.98 ml of dissolved air at atmo-
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spheric pressure (patm= 101325 Pa) and only 0.09 ml at pressure of 2339 Pa (i.e.
at saturated vapor pressure value pgws at 20 ˚C). The solubility of air in liquid wa-
ter, according to Henry’s law, Eq.1, decreases proportionally to the pressure drop,
Eq.2, hence the excess amount of air is released in the form of small air bubbles.
In general, this released air can contribute to the gas pressure in the zone, accel-
erating water desaturation and changing the pore pressure distribution. Moreover,
it may play the role of nuclei for cavitation initiation, which can occur also in wa-
ter saturated porous media, e.g. in case of compressive tests of undrained water
saturated dense sand samples, Mokni and Desrues (1998); Vardoulakis and Sulem
(1995); McManus and Davis (1997). Usually these experiments are performed by
saturating the specimens with de-aired water and circulating fresh de-aired water
in order to dissolve the rest of gas bubbles possibly trapped in the specimens and
the circuits, Mokni and Desrues (1998). In field conditions this is not the case and
hence the air dissolved in liquid water may influence the onset and evolution of
water cavitation during strain localization.

Cavitation in initially water saturated and undrained dense sands was analyzed
numerically by Schrefler, Sanavia and Majorana (1996) and Gawin, Sanavia and
Schrefler (1998), where the so-defined isothermal monospecies approach and the
isothermal two phase flow model have been developed, neglecting the heat effects
of phase change during rapid evaporation of liquid water. These effects were taken
into account in the non-isothermal three-phase model developed in the work of
Sanavia, Pesavento and Schrefler (2006), where it was assumed that water vapor
was the only gas present at cavitation. Then, the same problem was solved in
Gawin and Sanavia (2010) with a simplified model including air dissolved in liquid
water, where the influence of air released on the onset of cavitation was described.

In this paper, we further extend the mathematical model of coupled heat and mass
transport in fully and partially saturated soils, [Sanavia, Pesavento and Schrefler
(2006)] taking into account the dissolved air transport neglected in the work of
Gawin and Sanavia (2010). This modeling approach will allow to deal in a unified
way both with fully and partially saturated media and the transition between the
two states with a sound physical model, without any additional unphysical assump-
tions, like for example the existence of a ‘residual gas saturation’ or the application
of a special numerical ‘switching’ procedure during fully-partial saturation transi-
tion, Gawin and Schrefler (1996). We follow the idea of Vaunat, Gens and Jommi
(1997), originally introduced for isothermal porous media and neglecting the ef-
fects of water phase changes, the non-advective fluxes and the velocity of the solid.
Moreover, this model was developed by making use of the net stress concept. Here
we use the approach for non-isothermal deforming porous materials considering
water phase change and effect of material deformation due to generalized effec-
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tive stress, which allows us to analyze water cavitation during strain localization in
soils.

The paper is organized as follows. Physics of air dissolution and of water cavitation
in porous media is summarized in Section 2; then, the mathematical model for non-
isothermal multiphase porous media including dissolution of air in liquid water is
derived in Section 3 at macroscopic level. Small strains and quasi-static loading
conditions are assumed.

In Section 4 different numerical techniques used for modeling the transition be-
tween fully and partially saturated state in porous materials are discussed.

Finally, two numerical examples are solved in Section 5 with the finite element
model derived from the developed mathematical model. These examples aim to an-
alyze the effect of the dissolved air released on evolution of the transport processes
in fully saturated geomaterials during two different desaturation processes and to
compare the results with those obtained with the simplified model of Gawin and
Sanavia (2010) and other two approaches usually adopted to model the transition
from fully to partially saturated state. The first example simulates the Liakopoulos
experiment (water outflow, due to gravity, from the bottom of a 1-m sand column,
Liakopoulos 1965). The second example deals with the initiation and progress
of cavitation phenomenon during strain localization in undrained water saturated
dense sands.

2 Dissolution of air and cavitation in fully and partially saturated porous
media

In this section, physics of air dissolution and its contribution to water cavitation
in porous media is summarized for the sake of completeness following Gawin and
Sanavia (2010).

Air dissolution (or in general, gas dissolution) in liquid water at equilibrium con-
ditions can be described by Henry’s law, e.g. in the following form, Atkins and de
Paula (2002),

pg
i = Kxi · xi = Kci · ci (1)

where pg
i means the partial pressure of the gas component i and xi and ci are the

mol fraction and concentration of the gas i in liquid water at equilibrium. Kxi and
Kci = Kxi ·Mw/(ρw ·Mi) are the empirical Henry’s law constants, dependent on
water pressure pw and temperature T ; these constants are related to the mol fraction
of gas component i in liquid water, xi = ni/nw, or its concentration, ci = mi/Vw,
respectively. Mw and Mi are molar masses, while nw and ni quantities of liquid
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water and dissolved gas, expressed in moles, mi is the mass, ρw the liquid water
density and Vw the water volume. xi = ni/nw = ma

Ma
/ mw

Mw
.

This law is valid not only for positive water pressures (i.e. for water saturated
porous media), as usually known (see e.g. Atkins and de Paula (2002), where the
values of Henry’s law constant for different gases at various positive pressure and
temperature can be found) but also for partially saturated porous media including
(absolute) negative water pressures, Mercury, Azaroual, Zeyen and Tardy (2003).
Taking into account the data concerning solubility of different components of air
in liquid water at negative pressures given by Mercury, Azaroual, Zeyen and Tardy
(2003), the following approximate relationship for the air Henry’s constant, Kxa

[Pa], can be proposed:

Kxa =
[
Ap3 · (pw)3 +Ap2 · (pw)2 +Ap1 · pw +Ap0

]
(T −273.15)

+Bp3 · (pw)3 +Bp2 · (pw)2 +Bp1 · pw +Bp0,
(2)

with Ap3= 1.322·10−17 Pa−2 K−1, Ap2= 6.558·10−9 Pa−1 K−1, Ap1= 1.249 K−1,
Ap0= 0.0972·109 Pa K−1, and Bp3= 3.967·10−16 Pa−2, Bp2= 2.232·10−7 Pa−1, Bp1=
0.4814·102, Bp0= 4.138·109 Pa and where pw [Pa] is the water pressure and T [K]
the thermodynamic temperature. This relation gives results in good agreement with
experimental (for pw> 0) and theoretically predicted (for pw< 0) data by Mercury,
Azaroual, Zeyen and Tardy (2003) in the range from -200 MPa to 50 MPa, as shown
in Fig. 1.

Using 1 Henry’s law (1) and Eq.2, the pressure dependence of solubility of air in
liquid water at different temperature and pressure is presented in Fig. 2.

When pressure of liquid water, containing initially the equilibrium concentration
of dissolved air, decreases, an excess amount of air is liberated in the form of air
bubbles, as will be explained in the following. The gas pressure in these bubbles is
put equal to the sum of the water pressure, pw, and the pressure exerted by a curved
gas–water interface due to the surface tension, ∆pc =2σwa/Rb, where σwa is the
water-air surface tension and Rb is radius of the bubble. The gas in the bubbles
is composed of water vapor and dry air hence, following Dalton’s law of partial
pressures, the gas pressure, pg, is equal to the sum of vapor pressure, pgw, and
dry air pressure, pga. Taking into account the equilibrium condition on the bubble
interface, one obtains:

pga + pgw = pw +
2σwa

Rb
(3)

Assuming air to be a perfect gas, one can write Clapeyron’s equation in the follow-
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Figure 1: Comparison of the theoretical values of Henry’s law constants for dry air,
calculated from the data given by Mercury, Azaroual, Zeyen and Tardy (2003) and
those obtained from approximation Eq.2 for different temperatures and pressures
of water
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Figure 2: Dependence of the concentration of air dissolved in liquid water upon air
pressure, for different values of pressure and temperature of liquid water
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ing form:

pgaVga =
mga

Ma
RT (4)

where Vga is the volume occupied by air, mga the dry air mass and R the universal
gas constant. The air contained in the bubbles originates from that dissolved previ-
ously in liquid water due to pressure decrease, hence considering Henry’s law, the
mass of air released from the liquid water of volume Vw is:

mrel
ga = ∆cwaVw =

pga
0 − pga

Kca
Vw (5)

with pga
0 the dry air pressure initially dissolved in liquid water, ∆cwa the variation

of the dissolved air concentration and Kca the Henry law constant.

Assuming that air was initially dissolved in liquid water at atmospheric pressure,
pga

0 = patm, and taking into account Eq.3 and Eq.4, one obtains the following re-
lationship describing the ratio of total volume of air, Vga, released from the liquid
water to its volume, Vw,

Vga

Vw
=

RT
MaKca

(
patm

pw + 2σwa
Rb
− pgw

−1

)
(6)

Inside the air bubbles with radius greater than 10−6 m (capillary pressure pc< 1.46
105 Pa), the relative humidity of air at temperature T = 293.15 K, according to
the Kelvin equation (see e.g. Atkins and de Paula, 2002), exceeds 99 %RH, thus
pgw ∼= pgws =2338 Pa.

The ratio Vga/Vw can be interpreted as an additional degree of pore saturation with
gas phase, ∆Sg = −∆Sw. Fig. 3 shows dependence of the decrease of water sat-
uration, −∆Sw, due to the release of air from water, upon the air bubble radius
calculated from Eq.6. As can be observed from this figure, the greater is the bub-
ble radius, the greater is the desaturation caused by the air released from liquid
water. The radius increase is however constrained by the dimensions of pores, so
one cannot expect that it will exceed a typical dimension of porosity. For exam-
ple, for dense sands the latter is of order 10−5 m, thus one can expect that after
decrease of water pressure to the value of pw= 2338 Pa and creation of air bubbles
with radius Rb=10−5 m, the air released from liquid water will cause desaturation
−∆Sw ∼=0.122. For every water pressure, there exists a minimal value of air bubble
radius, below which the surface tension, ∆pc, prevents creation of air bubbles due
to the release of air dissolved in liquid water, because the latter is possible only if
patm > pw + 2σwa

Rb
− pgw.
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Figure 3: Dependence of the decrease of water saturation due to the release of air
from liquid water upon the air bubble calculated from Eq.6

In addition to the acceleration of water desaturation, the excess amount of air re-
leased after water pressure decrease also may play a role of nuclei for cavitation
initiation, as explained in what follows.

From the Classical Nucleation Theory, it is concluded that cavitation at low stretch-
ing pressures cannot practically be initiated by thermal fluctuations. In such condi-
tions, the most important factor which could trigger cavitation nucleation in soils is
the presence of impurities or (dissolved) air bubbles in liquid water, Or and Tuller
(2002); Maris and Balibar (2000); Tyree (1997), because only bubbles with radius
greater than a critical value, Rc, can grow freely (i.e. without energy supply) and
can seed cavitation. The expression for the critical radius of air bubbles in liquid
water, Rc, as a function of the capillary pressure, pc, has been computed in Gawin
and Sanavia (2010). The data presented there indicate that in capillary water both
temperature and water pressure have a small influence upon the critical radius.

Fig. 4 shows the dependence of critical radius upon the water pressure under as-
sumption that inside the bubble there is only vapor present, and not air. As can be
observed, the critical radius has rather high values, exceeding typical pore radii of
soils. So one cannot expect vapor bubbles will freely grow after cavitation onset.
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Figure 4: Dependence of the critical radius of vapor bubble at different water pres-
sures and temperature

3 Macroscopic balance equations

The full mathematical model necessary to simulate the thermo-hydro-mechanical
behavior of fully and partially saturated porous media, neglecting air dissolved in
liquid water, was developed within the Hybrid Mixture Theory by Lewis and Schre-
fler (1998), Gawin and Schrefler (1996) and Schrefler (2002) using averaging theo-
ries according to Hassanizadeh and Gray (1979a), Hassanizadeh and Gray (1979b),
Hassanizadeh and Gray (1980), Gray and Hassanizadeh (1991). The model which
includes the air dissolved in pore water and the air mass source during its desorp-
tion at lower pressures will be now developed by taking into account the dissolved
air transport phenomena neglected in the work of Gawin and Sanavia (2010). In
comparison with the model neglecting air dissolved in liquid water, the new model
is derived by suitable modification of the dry air mass balance equation, in which
a source term will be introduced in the right hand side (Eq.11) given by a new
equation, the dissolved air mass balance equation (12).

The partially saturated porous medium is treated as multiphase system composed
of the solid skeleton (s) and voids filled with liquid water (w) containing dissolved
air (wa) and gas (g). These gases are assumed to behave as an ideal mixture of dry
air (non-condensable gas, ga) and water vapor (condensable one, gw).

At the macroscopic level the porous material is modeled by a substitute continuum
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of volume B with boundary ∂B that simultaneously fills the entire domain, instead
of the real fluids and the solid which fill only a part of it. In this substitute contin-
uum each constituent π has a reduced density which is obtained through the volume
fraction ηπ(x, t) = dvπ(x, t)/dv(x, t), where dv is the volume of the average vol-
ume element (representative elementary volume, REV) of the porous medium and
dvπ is the volume occupied by the constituent π in dv. x is the vector of the spatial
coordinates and t the current time.

The solid is deformable and non-polar, and the fluids, solid and thermal fields are
coupled. The constituents are assumed to be isotropic, homogeneous, immiscible
except for dry air and vapor, and chemically non-reacting. At micro level, solid and
water constituents are incompressible, while gas is considered compressible. Local
thermal equilibrium between solid matrix, gas and liquid phases is assumed, so that
the temperature is the same for all the constituents. In the developed model heat
conduction and convection, vapor diffusion, water flow due to pressure gradients
or capillary effects and water phase change (evaporation and condensation) inside
the pores are taken into account.

In the partially saturated zones the liquid water is separated from its vapor by a
meniscus concave toward gas (capillary water). Due to the curvature of this menis-
cus the sorption equilibrium equation (Gray and Hassanizadeh, 1991) gives the
relationship pc = pg− pw between the capillary, gas and water pressure. Water
pressure is defined as compressive positive, while stress in the solid is defined as
tension positive.

The balance equations of the model are now derived at macroscopic level in the ge-
ometrically linear setting and for quasi-static loading conditions. The primary vari-
ables are chosen to be the displacements of the solid matrix, u(x, t), the capillary
and gas pressure, pc(x, t) and pg(x, t), respectively, and the absolute temperature,
T (x, t). For a detailed discussion about the chosen fluids’ primary variables see
Sanavia, Pesavento and Schrefler (2006). Moreover, as usual in multiphase porous
media theory, the motion of the solid is assumed as a reference, while that of the
fluids is described with respect to the solid (which means that the fluid relative
velocity vπs = vπ − vs is introduced, with π = w, g, ga, gw, wa and vs = ∂u

∂ t the
velocity of the solid matrix).

The equilibrium equation of the mixture in terms of generalized effective stress
σ ′(x, t) assumes the form

div
(
σ
′− [pg−Sw pc]1

)
+ρg = 0 (7)

where ρ = [1−n]ρs + nSwρw + nSgρg is the mass density of the overall medium,
n(x, t)= 1-ηs the porosity, Sw(x, t) and Sg(x, t) the water and gas degree of satura-
tion, respectively (Sw + Sg =1; ηw=nSw; ηg=nSg). ρπ is the microscopic or bulk
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mass density (π = s,w,g), g the gravity acceleration vector and 1 the second order
identity tensor.

The total stress of Eq.7, using saturation as weighting functions for capillary pres-
sure was introduced by Schrefler (1984) using volume averaging for the bulk ma-
terials and is thermodynamically consistent, Gray and Hassanizadeh (1991), Gray
and Schrefler (2001), Borja (2004).

The mass balance equations for the liquid water and its vapor are, respectively,
Gawin and Schrefler (1996), Lewis and Schrefler (1998),

nρ
w ∂Sw

∂ t
+ ρ

wSwdivvs−βsρ
w [1−n]Sw

∂T
∂ t

+div
(

ρ
w kkrw

µw [−grad (pw)+ρ
wg]
)

= −ṁgw, (8)

and

−nρ
gw ∂Sg

∂ t
+ρ

gw [1−Sw] divvs +nSg
∂ρgw

∂ t
−βsρ

gw [1−n] [1−Sw]
∂T
∂ t

−div

(
ρ

g MaMw

M2
g

Dgw
g grad

(
pgw

pg

))
+div

(
ρ

gw kkrg

µg [−grad (pg)+ρ
gg]
)

= ṁgw,

(9)

where k(x, t)=k(x, t)1 is the intrinsic permeability tensor of the porous matrix in
saturated condition [m2], krπ(x, t) the fluid relative permeability parameter (a di-
mensionless parameter varying from zero to one) and µπ (x, t) the dynamic viscos-
ity of fluid [Pa·s], with π = w, g, while ṁgw is the mass rate of water evaporation.
β s(x, t) means the cubic thermal expansion coefficient of solid. Dgw

g (x) is the ef-
fective diffusivity tensor of water vapor (the diffusing phase) in the gas phase (the
phase in which diffusion takes place) contained in the pore space, function of the
tortuosity factor, and Ma, Mw and Mg(x, t) the molar mass of dry air, liquid water

and gas mixture, respectively. Mg =
[

ρgw

ρg
1

Mw
+ ρga

ρg
1

Ma

]−1
. These equations contain

the mass balance equation of the solid phase, which has been introduced to elim-
inate the time derivative of the porosity, Gawin and Schrefler (1996), Lewis and
Schrefler (1998).

The source term in Eq.8 is eliminated by summing it up with Eq.9, yielding the
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water species mass balance equation

n [ρw−ρ
gw]

∂Sw

∂ t
+[ρwSw +ρ

gwSg] divvs + nSg
∂ρgw

∂ t

−div

(
ρ

g MaMw

M2
g

Dgw
g grad

(
pgw

pg

))
−div

(
ρ

gw kkrg

µg [grad (pg)−ρ
gg]
)

+div
(

ρ
w kkrw

µw [−grad (pg− pc)+ρ
wg]
)
−βsgw

∂T
∂ t

= 0

(10)

where β swg = [1−n]βs[Sgρgw + ρwSw].

In Eq.8-10 the advective fluxes have been described by using Darcy’s law for liquid
water and gas, while the diffusion of vapor in the gas phase has been modeled with
Fick’s law.

The mass balance equation for the dry air is:

−nρ
ga ∂Sw

∂ t
+ρ

ga [1−Sw]divvs +n [1−Sw]
∂ρga

∂ t

−div

(
ρ

g MaMw

M2
g

Dga
g grad

(
pga

pg

))
+div

(
ρ

ga kkrg

µg [−grad (pg)+ρ
gg]
)

− [1−n]βs [1−Sw]ρga ∂T
∂ t

= ṁga.

(11)

where Dga
g (x, t)= Dga

g 1 is the effective diffusivity tensor of dry air in water vapor.

In Eq.11 ṁga is the new term (with respect to the model neglecting the air dissolved
in water) which describes the rate of dry air mass released in the gas phase by
desorption of the air dissolved in water. This quantity can be obtained from the
mass balance of the dissolved air, which has the following form:

ncwa
∂Sw

∂ t
+ cwaSwdivvs +nSw

∂cwa

∂ t
− [1−n]βscwaSw

∂T
∂ t
−div [Dga

w grad (cwa)]

+div
(

cwa
kkrw

µw [−grad (pg− pc)+ρ
wg]
)

=−ṁga,

(12)

where cwa(x, t) is the concentration of air dissolved in water and Dga
w (x)= Dga

w 1 the
effective diffusivity tensor of the dissolved air in liquid water contained in the pore
space.

In the development of the final model, the source RHS term in Eq.11 is eliminated
by summing it up with Eq.12, resulting in the air species mass balance equation of
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the following form,

n [cwa−ρ
ga]

∂Sw

∂ t
+[cwaSw +ρ

gaSg]divvs−βsaw
∂T
∂ t

+n [1−Sw]
∂ρga

∂ t
+nSw

∂cwa

∂ t

−div

(
ρ

g MaMw

M2
g

Dga
g grad

(
pga

pg

))
+div

(
ρ

ga kkrg

µg [−grad (pg)+ρ
gg]
)

−div(Dga
w grad (cwa))+div

(
cwa

kkrw

µw [−grad (pg− pc)+ρ
wg]
)

= 0

(13)

where βsaw = βs [1−n] [ρgaSg + cwaSw].
Considering the Henry law, cwa = pga/Kca, Eq.13 can be expressed in terms of the
common variable, pga, describing both the state of gaseous and dissolved air,

n
[

pga

Kca
−ρ

ga
]

∂Sw

∂ t
+
[

pga

Kca
Sw +ρ

ga [1−Sw]
]

divvs

+n [1−Sw]
∂ρga

∂ t
+nSw

∂

∂ t

(
pga

Kca

)
−div

(
ρ

g MaMw

M2
g

Dga
g grad

(
pga

pg

))
+div

(
ρ

ga kkrg

µg [−grad (pg)+ρ
gg]
)

−div
(

Dga
w grad

(
pga

Kca

))
−βsaw

∂T
∂ t

+div
(

pga

Kca

kkrw

µw [−grad (pg− pc)+ρ
wg]
)

= 0.

(14)

One should underline that this equation makes physical sense both for partial and
fully saturated porous media. In fact, when considering water flow in a fully satu-
rated porous material (Sw= 1), all the terms in Eq.14 related to gaseous phase are
equal to zero and can be omitted and the air species mass balance Eq.14 is reduced
to

pga

Kca
divvs +n

∂

∂ t

(
pga

Kca

)
−βsaw

∂T
∂ t
−div

(
Dga

w grad
pga

Kca

)
+div

(
pga

Kca

kkrw

µw [grad (pc)+ρ
wg]
)

= 0
(15)

where the pressure pc is in the range of negative values (pc ≤0) and means the
excess water pressure relative to the atmospheric pressure patm, as explained in
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Section 4 and by Gawin and Schrefler (1996). Atmospheric pressure is usually as-
sumed to be constant, from which follows the relationship grad (pw) =−grad (pc)
introduced in the last term of Eq.15.

For fully saturated materials, the pressure pga in Eq.15 means a value of dry air
pressure being in thermodynamic equilibrium with the air dissolved actually in the
liquid water. This variable is preferred here for the description of the concentra-
tion of air dissolved in water to avoid introducing directly into the mathematical
model an additional state variable, cwa. This is possible because at full saturation
no gaseous phase is present in the pores and the variables pg and pga are not used.
Thus, such a choice assures continuity of the variable both at the interface between
the full and partial saturated state of a porous medium and during the transition
between these states.

Moreover, the formulation obtained so far has also advantages from the numerical
point of view because it allows to avoid application of a residual saturation (which
means the presence of gas in the “fully water saturated” material), or of an ap-
propriate switching procedure to eliminate the gas mass conservation equation for
fully saturated material, see Gawin and Schrefler (1996). Also, it allows for effi-
cient modeling ‘full - partial saturation’ transition without formulating the related
Stefan problem, as will be explained in Section 4.

The model for fully saturated materials is completed by the liquid water mass bal-
ance equation of the following form

ρ
wdivvs−βsw

∂T
∂ t

+div
(

ρ
w kkrw

µw [grad (pc)+ρ
wg]
)

= 0 (16)

which is a reduced form of Eq.10, where β sw =[1-n]β sρ
w. Then, we need the

enthalpy balance equation

(ρCp)e f f
∂T
∂ t

+nρ
wCw

p vws ·grad T −div(χe f f grad T ) = 0 (17)

and the equilibrium equation

div
(
σ
′− pw1

)
+ρg = 0 (18)

which are derived from Eq.19 and Eq.7, respectively. ρ = [1−n]ρs +nρw.

For partially saturated materials the balance equations (7), (10) and (14) are com-
pleted by the enthalpy balance equation of the mixture written as Gawin and Schre-
fler (1996), Lewis and Schrefler (1998):

(ρCp)e f f
∂T
∂ t

+
[
nSwρ

wCw
p vws +nSgρ

gCg
pvgs] ·grad T −div(χe f f grad T )

= −ṁgw∆Hvap (19)
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where (ρCp)e f f (x, t) is the effective thermal capacity of the porous medium, Cw
p (x,

t) and Cg
p(x, t) the specific heat of water and gas mixture, respectively. χe f f (x,

t) the effective thermal conductivity of the porous medium and ∆Hvap the latent
heat of evaporation. ṁgw is given by the balance equation for liquid water, Eq.8.
The right hand side term of Eq.19 considers the contribution of evaporation and
condensation. This balance equation takes into account the heat transfer through
conduction and convection as well as latent heat transfer and neglects the terms
related to the mechanical work induced by density variations due to temperature
changes of the phases and induced by volume fraction changes (a more general
balance equation is developed by Khalili and Loret, 2001).

3.1 Simplified form of the air mass balance equation

The dissolved air mass balance equation (14) for partially saturated state can be
simplified by omitting the terms with values which are small in comparison to the
other ones.

Considering the Clapeyron equation for the dry air, ρga = pgaMa/RT , one can
assume that:
pga

Kca
− ρga =

[
1

Kca
− Ma

RT

]
pga ≈ −Ma

RT pga = −ρga, because at T =298.15 K the first

term in the parenthesis, 1
Kca

= 1
6.6·109 ≈ 1.5 · 10−10

[
kg
J

]
, is small in comparison to

the second one, Ma
RT = 0.02884

2479 ≈ 1.15 · 10−5
[

kg
J

]
. Then, the term related to advec-

tive transport of dissolved air, caused by the gas gradient, is equal to 1
Kca

pga

µw
≈

1.15·10−10

10−3 pga = 1.15 · 10−7 pga
[ s

m2

]
, while the term related to advective air flux

ρga

µg = Ma
RT

1
µg

pga = 1.15·10−5

1.83·10−5 pga ≈ 0.63pga
[ s

m2

]
is much larger, hence the dissolved

air flux due to the gradient of gas pressure can be omitted in comparison to the
advective air mass flux.

Moreover, in many cases occurring in practice, e.g. in soil mechanics, the gas
pressure within the pores of partially saturated material is usually very close to
the (constant) atmospheric pressure, pg ≈ patm, thus grad

(
pga

pg

)
≈ grad(pga)

pg , and
assuming that Ma ≈Mg, it follows that the term related to the diffusive flux of air
molecules in the gas phase has the value of

ρg

pg
MaMw

M2
g

Dga
g =

Mg

RT
MaMw

M2
g

Dga
g ≈

Mw

RT
Dga

g

=
0.018
2479

0.24 ·10−4 ≈ 1.74 ·10−10 [s]
.

Then, in normal situations the Henry law parameter has practically the same value,
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Kca= const, hence grad
(

pga

Kca

)
≈ grad(pga)

Kca
and the term for the diffusive flux of air

dissolved in liquid water is 1
Kca

Dga
w = 1.5 · 10−10 · 1.97 · 10−5 = 2.96 · 10−15 [s]; it

follows that the air diffusive flux in liquid water can be neglected in comparison to
the flux in gas phase.

Finally, with the aforementioned simplifications, the mass balance equation of dry
air for partially saturated medium is of the following form:

−nρ
ga ∂Sw

∂ t
+
[

pga

Kca
Sw +ρ

ga [1−Sw]
]

divvs−βsaw
∂T
∂ t

+n [1−Sw]
∂ρga

∂ t
+nSw

∂

∂ t

(
pga

Kca

)
−div

(
ρ

g MaMw

M2
g

Dga
g grad

(
pga

pg

))
+div

(
ρ

ga kkrg

µg [−grad (pg)+ρ
gg]
)

+div
(

pga

Kca
ρ

w kkrw

µw [grad (pc)+ρ
wg]
)

= 0.

(20)

In comparison to the air mass balance equation not considering the dissolved air
effects, Eq.11, one can observe three main additional terms. The first one is related
to the changes of dissolved air content due to volumetric strains of material, the
second one defines the mass source/sink of air due to desorption/dissolution of air
in liquid water, and the last one describes the advective transport of the air dissolved
in liquid water. It is worth to underline that Eq.20 automatically transforms into the
Eq.15, valid for the fully saturated medium (Sw= 1), if one accounts that all the
terms containing (1-Sw) and ∂Sw

∂ t are equal to zero. Then, it takes additionally into
consideration the diffusive flux of air dissolved in liquid water, which is negligible
in the partially saturated state. The diffusive flux can be also omitted for the fully
saturated medium when there are considerable gradients of water pressure or when
one analyzes relatively fast phenomena, i.e. with the characteristic time visibly
smaller than that for the diffusion of air in water, τc = d2/Dga

w (d is characteristic
dimension of an analyzed element), e.g. for d= 0.1 m one obtains the characteristic
time τc ≈

(
10−1

)2
/1.97 ·10−5 ≈ 500 [s].

3.2 Constitutive equations

For a gaseous mixture of dry air and water vapor, the ideal gas law is introduced
because the moist air is assumed to be a perfect mixture of two ideal gases. The
equation of state of perfect gas (Clapeyron’s equation) and Dalton’s law applied to
dry air (ga), water vapor (gw) and moist air (g), yields

pga = ρ
gaT R/Ma, pgw = ρ

gwT R/Mw, pg = pga + pgw, ρ
g = ρ

ga +ρ
gw (21)
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In the partially saturated zones, the equilibrium water vapor pressure pgw(x, t) can
be obtained from the Kelvin-Laplace equation, where the water vapor saturation
pressure, pgws, depending only upon the temperature, can be calculated from the
Clausius-Clapeyron equation or from an empirical correlation. In fully saturated
zones, for the sake of physical and mathematical consistency, it is assumed that the
air pressure, despite of its different meaning, is related to the state variable pg as
follows, pga = pg− pgws, which corresponds to Dalton’s law.

The saturation degree Sπ(x, t) and the relative permeability krπ(x, t) are experimen-
tally determined functions of the capillary pressure and the temperature.

The solid skeleton is assumed elasto-plastic, homogeneous and isotropic; its me-
chanical behavior is described within the classical rate-independent elasto-plasticity
theory for geometrically linear problems. For the second numerical example, the
yield function restricting the effective stress state σ ′(x, t) is developed in the form
of temperature independent Drucker-Prager model for simplicity, with linear isotropic
softening and non-associated plastic flow to take into account the post-peak and di-
latant behavior of dense sands, respectively (see e.g. Selvadurai and Ghiabi, 2008).
The return mapping and the consistent tangent operator for the Jacobian matrix,
Eq.29, is developed by Sanavia, Pesavento and Schrefler (2006), where the singu-
lar behavior of the Drucker-Prager yield surface in the zone of the apex is solved
by using the multi-surface plasticity theory (following the formulation developed
in the work of Sanavia, Steinmann and Schrefler (2002) for isotropic linear harden-
ing/softening and volumetric-deviatoric non-associative plasticity in case of large
strain elasto-plasticity). The Drucker-Prager yield function with linear isotropic
hardening/softening has been used in the form

F (p,s,ξ ) = 3αF p+‖s‖−βF

√
2
3 [c0 +hξ ] (22)

in which p = 1
3 [σ ′ : 1] is the mean effective Cauchy pressure, ‖s‖ is the L2 norm

of the deviator effective Cauchy stress tensor σ ′, c0 is the initial apparent cohesion,
αF and β F are two material parameters related to the friction angle φ of the soil,

αF = 2

√
2
3 sinφ

3− sinφ
βF =

6cosφ

3− sinφ
(23)

h the hardening/softening modulus and ξ the equivalent plastic strain.

In this paper, the effect of the capillary pressure and temperature on the evolu-
tion of the yield surface is not taken into account. The interested reader can refer
for example to Alonso, Gens and Josa (1990), Bolzon, Schrefler and Zienkiewicz
(1996), Borja (2004) and François and Laloui (2008) for capillary dependent con-
stitutive models in isothermal or non isothermal conditions and to Zhang, Sanavia
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and Schrefler (2001) and Zhang, Heeres, de Borst and Schrefler (2001) for the nu-
merical implementation of the constitutive law proposed by Bolzon, Schrefler and
Zienkiewicz (1996) (this model has been enhanced by Santagiuliana and Schrefler
(2006), where its thermodynamic consistency has been proven).

3.3 Initial and boundary conditions

For the model closure the initial and boundary conditions are needed. The initial
conditions specify the full fields of primary state variables at the reference time
t=t0, in the whole domain and on its boundary as: pg = pg

0, pc = pc
0, T = T0, u =

u0 onB∪∂B.

The boundary conditions (BCs) can be of Dirichlet’s type on ∂Bπ for t ≥ t0:

pg = p̂g on ∂Bg, pc = p̂c on ∂Bc, T = T̂ on ∂BT , u = û on ∂Bu (24)

or of Cauchy’s BCs type on ∂Bq
π for t ≥ t0:

[nSgρ
gavga] · n = qga on ∂Bq

g, cwavws · n =
p̂ga

Kca

qw

ρw on ∂Bq
c ,

[nSgρ
gwvgs +nSwρ

wvws] · n = qgw +qw +βc [ρgw−ρ
gw
∞ ] on ∂Bq

c ,

[nSwρ
wvws

∆Hvap−χe f f grad (T )] · n = qT +αc [T −T∞] + eσ0
(
T 4−T 4

∞

)
on ∂Bq

T ,

σ ·n = t on ∂Bq
u,

(25)

where vπs(x, t) is the π-fluid relative velocity described by the Darcy law, n(x, t) the
unit normal vector, pointing toward the surrounding gas, qga(x, t), qgw(x, t), qw(x, t)
and qT (x, t) are the imposed fluxes of dry air, vapor, liquid water and the imposed
heat flux, respectively, and t(x, t) is the imposed traction vector related to the total
Cauchy stress tensor σ(x, t). ρgw

∞ (x, t) and T∞(x, t) are the mass concentration of
water vapor and the temperature in the far field of undisturbed gas phase, while
αc(x, t) and β c(x, t) are the convective heat and mass exchange coefficients, e(x, t)
the emissivity of the interface and σo the Stefan-Boltzmann constant.

For the gas boundary conditions, the second of Eq.25 concerns the case when liquid
water containing dissolved air at pressure p̂ga enters the boundary∂Bq

c . For the
fully saturated state, the initial and boundary conditions for the gas pressure should
be formulated by considering the physical meaning of air pressure in the present
model, i.e. the variable which describes the dissolved air concentration in pore
water with the Henry law, Eq.1, and the assumed relation between these variables,
pg = pga + pgws.
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3.4 Numerical solution

The finite element model is derived by applying the Galerkin procedure for the
spatial integration and the Generalized Trapezoidal Method for the time integration
of the weak form of the balance equations of the previous section [e.g. Lewis
and Schrefler (1998), Zienkiewicz, Chan, Pastor, Schrefler, Shiomi (1999)]. In
particular, after spatial discretization within the isoparametric formulation, a non-
symmetric, non-linear and coupled system of equation is obtained,

Cgg Cgc Cgt Cgu

0 Ccc Cct Ccu

0 Ctc Ctt Ctu

0 0 0 0

 ∂

∂ t


p̄g

p̄c

T̄
ū

 +


Kgg Kgc Kgt 0
Kcg Kcc Kct 0
Ktg Ktc Ktt 0
Kug Kuc Kut Kuu




p̄g

p̄c

T̄
ū

=


Fg

Fc

Ft

Fu


(26)

where the solid displacements u(x, t), the capillary and the gas pressure pc(x, t) and
pg(x, t) and the temperature T (x, t) are expressed in the whole domain by global
shape function matrices Nu(x), Nc(x), Ng(x), NT (x) and the nodal value vectors
ū(t) , p̄c (t) , p̄g (t) , T̄(t). The elements of the matrices Ci j, Ki j and the vectors Fi

are given in the Appendix. In a more concise form the equation system (26) is
written as G(X) = C ∂X

∂ t +KX−F = 0, with X =
[
p̄g, p̄c, T̄,ū

]T .

Finite differences in time are used for the solution of the initial value problem over
a finite time step ∆t = tn+1− tn. Following the Generalized Trapezoidal Method
equations (26) are rewritten at time tn+θ using the relationships

∂X
∂ t

∣∣∣∣
n+θ

=
Xn+1−Xn

∆t
, Xn+θ = [1−θ ]Xn +θXn+1 (27)

with θ ∈ [0, 1] thus obtaining

G(Xn+1) = [C+θ∆tK]|n+θ
Xn+1− [C− (1−θ)∆tK]|n+θ

Xn−∆tFn+θ = 0 (28)

In the computation, fully implicit one-step time integration has been performed
(θ = 1).

After time integration, the non-linear system of equation is linearized, thus ob-
taining the equations system that can be solved numerically (written below in a
compact form)

∂G
∂X

∣∣∣∣
Xi

n+1

∆Xi+1
n+1
∼=−G

(
Xi

n+1
)

(29)
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with the symbol (•)i+1
n+1 to indicate the current iteration (i+1) in the current time

step (n+1) and where ∂G/∂X is the Jacobian matrix. Owing to the strong coupling
between the mechanical, thermal and the pore fluids fields, a monolithic solution of
(29) is preferred using a Newton-Rapson scheme. Finally, the solution vector X =[
p̄g, p̄c, T̄, ū

]T is updated by the incremental relationship, Xi+1
n+1 = Xi

n+1 +∆Xi+1
n+1.

4 Some remarks on modeling the transition between fully and partially sat-
urated state

The mathematical models of porous media in full and partial saturation, due to the
presence of gas phase in the latter condition, contain a different number of equa-
tions. For this reason, during modeling of transition between the two states, some
theoretical and numerical problems arise. The most correct way, from the theo-
retical point of view, to deal with this problem is the description of the transition
as the so called ‘Stefan problem’, when two distinct domains, fully and partially
saturated with liquid water, are described by different mathematical models and a
moving boundary (interface) between them. At the interface some additional con-
ditions (continuity of the state variables, the mass and enthalpy balances) must be
fulfilled, see e.g. Nochetto, Paolini and Verdi (1991). The approach is computation-
ally costly, because it needs continuous tracking the actual position of the interface
that in the case of 2-D problems and particularly for 3-D ones is time-consuming
and rather complicated, Nochetto, Paolini and Verdi (1991). For this reason this
approach is very rarely used in practical numerical analyses.

The simplest, from the numerical point of view, and widely used method in practice
for modeling fully/partially saturated porous media is the assumption of a ‘residual’
gas saturation degree (RGSD), Sres

g , for the zone fully saturated with liquid water.
Hence, the gas phase is present everywhere in the medium and the gas mass balance
can be formulated for the whole analyzed domain, even in the ‘fully saturated’
state, i.e. when Sw = Smax

w = 1− Sres
g . The water retention characteristics (e.g.

water sorption isotherms) and transport ones (e.g. relative permeability for gas
and liquid) should be appropriately modified, S (pc,T )≤ Smax

w , and for Sw = Smax
w :

krg = krg
min = krg (Smax

w ), krw = krw
max = krw (Smax

w ).
The main problem associated with application of the RGSD method, is a proper
choice of the Sres

g value. This must be small enough to model reasonably ‘imper-
meability’ of the saturated material for the gas flow, i.e. to assure possibly small
gas mass flux in the saturated zone, in order not to influence significantly the gas
pressures in the partially saturated domain. On the other hand, a too small value of
the gas saturation degree Sres

g can create numerical problems, i.e. ill-conditioning
of the equation set, because in such a case the gas permeability will be very low
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in the ‘saturated’ zone, resulting in almost zero values of the terms related to gas
pressure gradient in the K matrix, Eq.26. For the aforementioned reasons, the Sres

g
value must be chosen for every considered porous material, usually through numer-
ical experiments (‘test and trial’ method). It is worth to underline that the RGSD
method allows for considering the air dissolved in water, but in a simplified way,
i.e. neglecting the mass fluxes of air dissolved in liquid water, Gawin and Sanavia
(2010).

Another possibility to solve the ‘fully – partially saturated state transition’ problem
with a numerical technique is the application of a ‘switching’ procedure (SP) pro-
posed by Gawin and Schrefler (1996), in which the gas mass balance equation is
eliminated from the mathematical model. In this method, the physical meaning of
capillary pressure is extended to the negative values range, following Pascal’s law,
which states that the absolute pressure in liquid water equals the pressure exerted
by the gas on the free liquid surface (i.e. the atmospheric pressure, pg = patm) and
hydrostatic water pressure (i.e. water pressure respective to the pressure of sur-
rounding gas, ph), pw = pg + ph. Comparing the latter equation to the definition
of capillary pressure, pc = pg− pw, it is obvious that they coincide, if pc = −ph.
Hence, in the negative values range, pc means just the water pressure respective to
the atmospheric pressure.

The SP method consists in extending the water retention curve (water sorption
isotherm) in the range of negative values as follows, Sw = 1 for pc ≤ 0. If the
capillary pressure values in all the nodes of a finite element are negative, the gas
pressure value in these nodes is put to the atmospheric pressure value, pg = patm,
what means that the gas mass balance equation is eliminated from the equations set
for this element.

Application of the SP method may create some numerical oscillations just after
performing the ‘switch’, when large finite elements or big time steps are used. For
this reason, the method requires application of a relatively fine mesh and small
time steps during simulations of the transient state. The method was shown to be
efficient in analysis of several geotechnical and building physics problems, Gawin
and Schrefler (1996), Gawin, Baggio and Schrefler (1996).

Another possibility to analyze the transition between fully and partially saturated
state in deformable porous media is the application of the mathematical model
proposed in this paper, which can be considered as a kind of a ‘physical switching’.
It allows for solving the problem in a ‘natural way’, i.e. without application of any
special numerical technique, because the air balance equation, taking into account
the air dissolved in liquid water, is valid also in the fully saturated state, Eq.12. The
results obtained with the model are the most correct ones, both from the physical
and theoretical point of view, of all the aforementioned methods, and the numerical
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procedure based on it is more robust than the other ones. This will be shown in the
next section, where the methods discussed above are applied.

5 Numerical results

In this section, two examples of desaturation of initially water saturated geomateri-
als are analyzed with the computer code Comes-Geo [Gawin and Schrefler (1996),
Lewis and Schrefler (1998), Sanavia, Pesavento and Schrefler (2006), Gawin and
Sanavia (2010)] with appropriate modifications following the mathematical and
numerical model presented in Section 3.

The first example simulates the experiment performed by Liakopoulos (1965) con-
cerning outflow of water from a sand column due to gravity force. The second
example is based on a plane strain compression test for dense sands where strain
localization and cavitation of the pore water were experimentally observed, Mokni
and Desrues (1998). These examples will allow us to analyze the effects of dis-
solved air on the transition from fully to partially saturated state and to compare
the results obtained with the four different methods used for modeling such a tran-
sition, as described in the previous section. Moreover, the effect of dissolved air on
initiation and progress of cavitation at strain localization will be analyzed from a
numerical point of view.

5.1 Isothermal drainage of water from a sand column

In the experiment by Liakopoulos (1965), a column of perspex, 1 meter high, was
packed by Del Monte sand and instrumented to measure the moisture tension at
several points along the column. Before starting the experiment (t<0) water was
continuously added from the top and was allowed to drain freely at the bottom
through a filter until uniform flow conditions were established. At t=0 the water
inflow was ceased. For t>0 the tensiometer readings were recorded and the flow
rate at the draining filter was also measured.

The experiment reveals the desaturation of the soil column due to gravitational ef-
fects beginning from the top and propagating versus the bottom surface. In fact,
negative relative water pressures (i.e. capillary pressure) were measured, develop-
ing in time along the column from the top versus the bottom surface. Moreover, the
flow rate decreased continuously in time until a very small value was reached.

The experiment is simulated following the numerical benchmark proposed by Gawin
and Schrefler (1996) and Gawin, Simoni and Schrefler (1997). The results of this
benchmark will be used as reference solution. To simulate this test numerically,
the physical properties of the Del Monte sand are necessary. Unfortunately, only
the porosity and the hydraulic properties of the sand, i.e. kw for t<0, Sw(pc) and
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krw(pc), were measured by an independent set of experiments, Liakopoulos (1965).
The mechanical parameters are those suggested by Gawin and Schrefler (1996) and
Gawin, Simoni and Schrefler (1997), where Liakopoulos’ test was studied with a
non-isothermal two-phase flow model assuming a linear elastic constitutive law for
the solid skeleton and isotropic permeability. The material parameters used in the
computation are those of Tab. 1. The experimental constitutive laws for Sw(pc) and
krw(pc) in isothermal conditions are approximated with the following expressions,

Sw = 1−0.09680418
(

pc

pre f

)2.4279

, krw = 1−2.207 (1−Sw)0.9529 (30)

with pre f = 9806 Pa. These relationships are valid for water saturation Sw ≥ 0.91,
as shown by Gawin and Schrefler (1996) and Gawin, Simoni and Schrefler (1997).

The relative permeability of the gas phase, krg(pc), was assumed according to the
relationship of Brooks and Corey (1966):

krg = (1−Se)
2
(

1−S(2+λ )/λ
e

)
, Se = (Sw−Sir)/(1−Sir) (31)

where Se is the effective saturation, Sir the irreducible saturation point and λ the
pore size distribution index.

The column is discretized with 20 eight-node isoparametric finite elements of equal
size for the solid displacements, temperature, gas pressure and capillary pressure,
similarly as in the work of Gawin and Schrefler (1996). Full numerical integration
of the discretized spatial domain is selected.

Horizontal displacements are constrained on the lateral surfaces while the bottom
surface is also vertically constrained, Fig. 5. Hydrostatic distribution for water
pressure (with pw=9806 Pa at the bottom of the column), gravitational effective
stress in the solid skeleton and constant temperature T = 293.15 K are assumed as
initial conditions. The initial distribution of gas pressure is assumed to be linear,
with pg= patm at the top of the column and pg= (patm + 9806) [Pa] at its bottom,
in order to obtain the initial distribution of dissolved air content corresponding to
the maximal solubility of air in water at a given water pressure (it results from this
condition that the initial distribution for capillary pressure is pc = 0, see Section
3.3).

Gravity is considered during the computation, since it is the driving force of the
experiment. The lower boundary is drained for t>0, hence water pressure pw= patm

is assumed, while the other boundaries are impervious.

The problem is solved for four cases, corresponding to the different methods used
for modeling the transition between fully and partially saturated states, discussed
in Section 4:
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Table 1: Material parameters assumed in the first example for the Del Monte sand

Porosity, [-] 0.2975 Solid specific heat,
[J/(kg·K)]

810.0

Intrinsic permeability,
[m2]

4.5 10−13 Water viscosity, [Pa·s] 1.0 10−3

Solid grain density,
[kg/m3]

2000.0 Poisson’s coefficient, [-] 0.4

Liquid water density,
[kg/m3]

1000.0 Water vapor heat capacity,
[J/(kg·K)]

1805.0

Young’s modulus,
[MPa]

1.3 Water vapor heat conduc-
tivity [W/(m·K)]

0.0186

Water heat conductivity,
[W/(m·K)]

0.6 Solid cubic thermal ex-
pansion coefficient , [K−1]

0.9 10−6

Solid thermal conductiv-
ity, [W/(m·K)]

1.442 Solid matrix heat conduc-
tivity, [W/(m·K)]

2.5

Irreducible saturation
point [-]

0.2 Effective saturation, [-] 0.2

Gravity acceleration
[m/s2]

9.80665 Pore size distribution in-
dex [-]

3.0

Case 1: the RGSD method - omitting the air dissolution, with Smax
w =0.9975 at pc ≤

2175 Pa, krw= 0 for Sw ≤ Sir and krw= 1.0 for Sw =Smax
w , where Sir is the irreducible

saturation point.

Case 2: the SP method - omitting the air dissolution, with the numerical switch
performed at pc= 2000 Pa (which corresponds to water degree of saturation Sw =
0.997, Eq.30).

Case 3: the same as case 1, but additionally considering the air dissolution in liquid
water in a simplified way, as described by Gawin and Sanavia (2010).

Case 4: the unified approach considering the dissolution of air in liquid water, based
on the mathematical model proposed in this paper.

The results of the simulation for case 4, concerning the distributions of capillary
pressure, gas pressure and water saturation degree along the column height, are
plotted at different time stations in Fig. 6a-8a and compared in Fig. 6b-8b and 6c-
8c to the results obtained for other cases at time stations t=10 min and t=120 min,
accordingly. The vertical displacements for the four cases are compared in Fig. 9
at the time station t=5 min; the small variation observed in this figure disappears
for advanced stages of the process.
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Figure 5: Scheme of Liakopoulos’ test, Liakopoulos (1965)

The time histories of the outflow rate of liquid water at the bottom surface (Darcy’s
velocity along the vertical direction of the left nodal point of the bottom) for all the
cases are very similar and are not depicted here.

From figures 6-9, one can observe that the release of air dissolved in liquid water
has small influence on displacements (and outflow), but not for gas pressure, capil-
lary pressure and for saturation, mainly on the onset. Of course, one should keep in
mind that the maximum saturation degree for the cases 1 and 3, due to application
of the RGDS method, is slightly smaller than one.

Some more distinct differences can be noticed for the capillary pressure and gas
pressure profiles, especially at the initial stages of the process, when the released air
causes an increase of gas pressure (Fig. 7b) and slightly higher values of capillary
pressures (Fig. 6b), what results in faster desaturation (compare the cases 1 and
3 at Fig. 8b). The solutions obtained with the considered methods do not differ
significantly, especially those of the cases 3 and 4, which are practically the same
with exception of the saturation profiles (due to different Smax

w value). The capillary
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pressure profiles for these cases reveal the same character as those for the case 2, i.e.
existence of a zone with capillary pressure value which remains almost constant.
This shows that the shape of capillary pressure profiles for case 2 is of physical
origin, and not just result of the numerical ‘switching’ procedure.

The results of our simulations are compared with those of Vaunat, Gens and Jommi
(1997) in the Fig. 6b-c, 7b-c and 8b-c. Different time history profiles, labeled
VGJ07, can be observed, which reveal a smaller influence of the air released on
capillary pressure, gas pressure and water saturation than that we have described
with our models, especially in the lower 3/4 of the column. Moreover our models
have not captured the saturation front, (see Fig. 8b-c), which splits the column
into a saturated part and an unsaturated part. A possible explanation could be the
assumed negligible effect of the solid velocity in the mass balance equations by
Vaunat, Gens and Jommi (1997), which is related to the volumetric deformations
and the use of a null value for the min krg , Jommi, Vaunat, Gens, Schrefler and
Gawin (1997) (the value of 10−4 is used in this work for cases 1-4 when pc < 10−4

Pa).

The analyzed numerical techniques for modeling the transition between fully and
partially saturated states of porous materials, i.e. the RGSD (case 1) and SP (case
2) methods, even if they are based on the simplified physical models of the process,
have given results which are in a reasonable agreement with the more sophisticated
mathematical models, like those proposed here (case 4) and by Gawin and Sanavia
(2010), (case 3).

To analyze more in detail the effects of air dissolution and its further release from
liquid pore water on the process evolution, dealt here with the full (case 4) and
simplified (case 3) models, the space distributions of dissolved air concentration
in liquid water at different time stations are presented for case 4 in Fig. 10a. The
results for the two analyzed cases are compared at time stations t= 1, 5, 10 and
120 min in Fig. 10b. As can be observed, the highest mass of air (about 0.75 g/m3,
corresponding to about 0.58 l/m3 at atmospheric pressure) is released, especially at
the initial stages of the process, from the liquid water close to the column bottom,
where the most rapid decrease of the dissolved air pressure occurs. Moreover, there
is almost no difference between the results obtained with the two analyzed methods
(cases 3 and 4), Fig. 10b.

The time evolutions of the mass fluxes of gas phase and air dissolved in liquid water,
together with the changes of water saturation degree, are shown in Fig. 11, for two
points at different height, h=0.5 m, in the middle of the column, and h= 0.9 m, close
to its top surface. The negative values correspond to the fluxes flowing towards
the bottom of the column. At the first height (h= 0.9 m), where the sand starts
desaturation immediately, the dissolved air flux in liquid water is much smaller than
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 Figure 6: The simulated capillary pressure profiles at different time stations during
the Liakopoulos test: a) results obtained with the model considering the effects of
the air dissolved in pore water (case 4), b) comparison of the results obtained with
4 different methods at time station t= 5 min, c) comparison of the results obtained
with 4 different methods at time station t= 120 min
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 Figure 7: The simulated gas pressure profiles at different time stations during the
Liakopoulos test: a) results obtained with the model considering the effects of the
air dissolved in pore water (case 4), b) comparison of the results obtained with 4
different methods at time station t= 5 min, c) comparison of the results obtained
with 4 different methods at time station t= 120 min.
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 Figure 8: The simulated saturation degree profiles at different time stations during
the Liakopoulos test: a) results obtained with the model considering the effects of
the air dissolved in pore water (case 4), b) comparison of the results obtained with
4 different methods at time station t= 5 min, c) comparison of the results obtained
with 4 different methods at time station t= 120 min
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Figure 9: The simulated vertical displacement profiles during the Liakopoulos test:
comparison of the results obtained with 4 different methods at time station t= 5 min

that in the gas phase, and it is considerable only during the first 2 hours, Fig. 11b. At
the second position (h=0.5 m), where the process is much slower and the saturation
degree remains very high all the time, the dissolved air flux is initially even higher
than that in the gas phase, and then it decreases gradually, becoming insignificant
after about 10 hours, as can be seen in Fig. 11a. This shows that the mass flux of
air dissolved in liquid water can be considerable and plays an important role in the
gas mass transport in porous media at very high water saturation degrees (see also
Fig. 8b). Moreover, thanks to this effect, the terms related to the air accumulation
and transport in the matrices C and K, (see Eq.26 and Appendix), have values high
enough to improve visibly numerical performance of the computer code.

5.2 Isothermal plane strain compression test of a dense sand

This example deals with the simulation of a plane strain compression test of undrained
water saturated dense sand, where strain localization and cavitation of the liquid
pore water were experimentally observed, Mokni and Desrues (1998). This pro-
cess was already analyzed numerically by Sanavia, Pesavento and Schrefler (2006)
without considering the air dissolved in liquid water and by Gawin and Sanavia
(2010) with the simplified model for dissolved air. Here the example is simulated
with the same four methods as in Section 5.1 (cases 1-4), but with Smax

w = 0.9965
for cases 1 (RGSD method) and 3 (a greater value was not possible because of ill
conditioning of the Jacobian matrix of Eq.29 for case 3).
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 Figure 10: The simulated dissolved air concentrations profiles at different time
stations during the Liakopoulos test: a) results obtained with the model considering
the effects of the air dissolved in pore water (case 4), b) comparison of the results
obtained for the cases 3 and 4 at time station t= 1, 5, 10 and 120 min

The rectangular sample of homogeneous soil of 34 cm height and 10 cm width has
been discretized using a regular mesh of 340 (34x10) isoparametric quadrilateral
8-node elements, Fig. 12. The material is initially fully saturated with liquid water
and the boundaries of the sample are impervious and adiabatic. Imposed vertical
displacements are applied on the top surface with the constant rate of 1.2 mm/s until
strain localization has been observed. Vertical and horizontal displacements are
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 Figure 11: The time evolutions of mass fluxes of gas phase and air dissolved in
liquid water, and changes of water saturation degree during the Liakopoulos exper-
iment at two different heights: a) h= 0.5m, b) h= 0.9 m

constrained at the bottom surface. Plane strains and quasi-static loading conditions
are assumed.

The initial temperature in the sample is constant and fixed at the ambient value.
The initial distribution of gas pressure is assumed to be linear, with pg= patm at the
top of the column and pg= (patm + 3334) [Pa] at its bottom, in order to obtain the
initial distribution of dissolved air content corresponding to the maximal solubil-
ity of air in water at a given pressure. Gravity forces are taken into account. The
mechanical behavior of the solid skeleton is simulated by using the elasto-plastic
Drucker-Prager constitutive model, with isotropic linear softening behavior as phe-
nomenological description of damage effects and non associated plastic flow. The
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Figure 12: Geometry and boundary conditions for the second numerical example

material parameters used in the computation are listed in Tab. 2, the same as in
Sanavia, Pesavento and Schrefler (2006) and Gawin and Sanavia (2010) for sake of
comparison.

The constitutive relationships for the water degree of saturation Sw(pc) and water
relative permeability krw(Sw) are of Safai and Pinder (1979) in isothermal condi-
tions. For the gas relative permeability krg(Sw), the relationship of Brooks and
Corey (1966) in isothermal conditions has been assumed. These relationships have
been used because of lack of experimental data.

In the finite element analysis, the dilatant behavior of dense sands is simulated
selecting a positive value of the angle of dilatancy (20˚). For this material in
undrained conditions, the increment of the void ratio due to the volumetric plas-
tic deformations causes a drop of the water pressure if liquid water is not supplied.
As a result, cavitation develops if water pressure lower than or equal to the sat-
uration vapor pressure at the temperature of the sample is reached (pgws= 2338.8
Pa).

The results of the computation in the entire domain for case 4 for the variables
volumetric strain, vapor pressure and total released air are plotted at the end of the
simulation in Fig. 13-15, respectively (the same results for case 2 are presented in
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Figure 13: Volumetric strain [-] con-
tour obtained at the end of the numer-
ical simulation (t= 29.4 s) and position
of the nodal point of the Fig. 16-18

 

Figure 14: Vapor pressure [Pa] contour
obtained at the end of the numerical
simulation (t= 29.4 s)

the work of Sanavia, Pesavento, Schrefler (2006), while the ones for cases 1 and 3
in Gawin and Sanavia (2010). Comparison of the results of the four cases is plotted
in Fig. 16-18 by means of time histories in the nodal point 331 inside the shear
bands (the position of this point is indicated in Fig. 13).

For the analyzed cases, the numerical results indicate the pronounced accumula-
tion of inelastic strains in narrow zones. Because of the dilatant behavior of the
shear bands, positive volumetric strains develop inside the plastic zones, while the
negative values are observed in the elastic domain (Fig. 13). As a consequence,
water pressure decreases inside the plastic zones up to the development of capillary
pressures, as depicted in Fig. 17a. At these conditions a vapor phase appears (i.e.
water cavitation starts) because the water pressure decreases below the saturation
vapor pressure at ambient temperature of 2338.8 Pa (see Fig. 14 and Fig. 17b) and
a gradual water desaturation in the strain localization bands initiates (Fig. 16b).
Cavitation of water is hence described directly by the model, as shown in Fig. 14
and 17b; in particular, in Fig. 14 can be observed that the vapor phase appears only
inside the dilatant plastic zones (in the model, vapor pressure equal to the saturation
values, pgw = pgws, means relative humidity equal to 100%RH and full saturation
with water, while pgw < pgws means partial saturation). At the same time, the shear
bands become partially saturated, as it can be seen in Fig. 16b.
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Figure 15: Contour of total amount of dissolved air released from the pore water
[kg/m3], obtained at the end of the numerical simulation (t= 29.4 s)

The comparison between the solutions of the four models, Fig. 16-18, shows that
the numerical results are very similar for all cases, with exception of case 3. The
differences between case 3 and 4 are due to the assumption that model 3 neglects
the dissolved air advection, which is related to the water pressure gradients that
are significant for the analyzed example. Moreover, these differences are due also
to the different modeling of the air release, dependent on the water pressure for
case 3 and on the air pressure for case 4. As can be observed in Fig. 18, the time
instants when water and gas pressures start to decrease are shifted in time, causing
considerable difference for the time of cavitation initiation. These differences can
be also explained by analyzing Fig. 18b, where the released air mass in time is
depicted. In fact, it can be observed that the released air is visibly accelerated for
case 3, in comparison with case 4.

Only for the vapor pressure (Fig. 17b) a small difference between the cases 4 and
1-2 can be observed, because the release of air accelerates slightly the initiation of
cavitation, while the contribution of the air released is considerable for case 3. Un-
fortunately, from the experimental point of view, the influence of air dissolved on
the onset and further progress of cavitation during strain localization is unknown
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Figure 16: Comparison of the numerical simulation results in the point inside the
strain localization band, obtained with the four models: a) Equivalent plastic strain
vs. time, b) Saturation degree vs. time.

to the authors’ knowledge, so the model developed in this work and the more sim-
plified one by Gawin and Sanavia (2010) cannot be validated for the aspect we are
dealing with.
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Figure 17: Comparison of the numerical simulation results in the point inside the
strain localization band, obtained with the four models: a) Capillary pressure vs.
time, b) Vapor pressure vs. time

As far as regularization properties of the multiphase models in case of strain lo-
calization are concerned, the interested reader is referred to, e.g., Ehlers and Volk
(1999), Zhang, Sanavia and Schrefler (1999), Schrefler, Zhang and Sanavia (1999),
Benallal and Comi (2004), Abellan and de Borst (2006), Schrefler, Zhang and
Sanavia (2006) and Zhang, Qin, Sanavia and Schrefler (2007). Here, the shear
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 Figure 18: Comparison of the numerical simulation results in the point inside the

strain localization band: a) Gas pressure vs. time, obtained with the four models,
b) Released air mass vs. time, obtained with two models

band width is fixed by the element size, which was selected close to the experimen-
tal band width of Mokni and Desrues (1998).

6 Conclusions

A coupled mathematical model for the hydro-thermo-mechanical behavior of sat-
urated and partially saturated porous media was extended to consider the effects
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Table 2: Material parameters assumed in the second example for dense sand

Porosity, [-] 0.2 Solid specific heat,
[J/(kg·K)]

810.0

Intrinsic permeability,
[m2]

1.0 10−14 Water viscosity, [Pa·s] 1.0 10−3

Solid grain density,
[kg/m3]

2000.0 Water heat conductivity,
[W/(m·K)]

0.6

Liquid water density,
[kg/m3]

1000.0 Water vapor heat capac-
ity, [J/(kg·K)]

1805.0

Young’s modulus,
[MPa]

30.0 Poisson’s coefficient, [-] 0.4

Water vapor heat con-
ductivity, [W/(m·K)]

0.0186 Solid cubic thermal
expansion coefficient ,
[K−1]

0.9 10−4

Solid thermal conductiv-
ity, [W/(m·K)]

1.442 Solid matrix heat con-
ductivity, [W/(m·K)]

2.5

Irreducible saturation
point [-]

0.2 Effective saturation, [-] 0.2

Gravity acceleration
[m/s2]

9.80665 Pore size distribution in-
dex [-]

3.0

Cohesion in water satu-
rated conditions, [MPa]

0.5 Plastic modulus, [MPa] -1.0

Internal friction angle,
[deg]

30˚ Dilatancy angle, [deg] 20˚

of air dissolved in liquid water. Physics of air dissolution and water cavitation
in porous media, as well as different numerical techniques used for modeling the
transition between fully and partially saturated state, were briefly discussed. Finite
element solution of the model equations were used to analyze two examples.

It was shown that considering the effect of the dissolved air released from liquid
water upon the progress of physical phenomena during the transition from fully to
partially saturated state has a small influence on overall results of numerical sim-
ulations both for water outflow due to gravity forces (Liakopoulos test) and the
fluid flows and cavitation accompanying water desaturation in the strain localiza-
tion zones during compression test of undrained dense sand. There are, however,
significant differences for the fluids variables, visible only in a limited time/space
domain, where the rate of pressure changes and the released mass and flux of dis-
solved air are considerable. From this point of view, the dissolved air can be ne-
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glected in most practical applications, and the results obtained are still of sufficient
accuracy, unless very particular time dependent processes where air dissolution
could play a role need to be simulated. This is, for example, the case reported by
LeBihan and Leroueil (2002) to describe the unexpected pore pressures observed
in the core of some earth dams.

The dissolved air formulation may be important if appropriate constitutive models
for partially saturated materials are used. Further, considering properly air disso-
lution in the hydro-thermo-mechanical formulation allows for a unified modeling
of partially and fully saturated media, without application of any ‘unphysical’ nu-
merical techniques necessary to assure a good numerical performance of computer
codes which do not take into account the air dissolution.
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With:

B = L Nu strain operator matrix

L = differential operator matrix of the kinematic equations

De = elastic stiffness matrix

σ ′m = mechanical effective stress tensor

∇ = gradient operator
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